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Abstract—Time series analysis of synthetic aperture radar (SAR) and interferometric SAR generally starts with coregistration for the precise alignment of the stack of images. Here, we introduce a model-adjusted geometrical image coregistration (MAGIC) algorithm for stack coregistration. This algorithm corrects for atmospheric propagation delays and known surface motions using existing models and ensures simplicity and computational efficiency in the data processing systems. We validate this approach by evaluating the impact of different geolocation errors on stacks of the C-band Sentinel-1 and L-band ALOS-2 data, with a focus on the ionosphere. Our results show that the impact of the ionosphere dominates Sentinel-1 ascending (dusk-side) orbit and ALOS-2 data. After correcting for ionosphere using the JPL high-resolution global ionospheric maps, with topside total electron content (TEC) estimated from GPS receivers onboard the Sentinel-1 platforms, solid Earth tides, and troposphere, the mis-registration RMSE reduces by over a factor of four from 0.20 to 0.05 m for Sentinel-1 and from 2.66 to 0.56 m for ALOS-2. The results demonstrate that for Sentinel-1, the MAGIC approach is accurate enough in the range direction for most applications, including interferometry; while for the L-band SAR, it can be potentially accurate enough if topside TEC is available. Based on our current understanding of different error sources, we evaluate the expected range geolocation error budget for the upcoming NISAR mission with an upper bound of the relative geolocation error of 1.3 and 0.2 m for its L- and S-band SAR, respectively.

Index Terms—Big-data, coregistration, geodesy, geolocation, interferometric SAR (InSAR), ionosphere, solid Earth tides, synthetic aperture radar (SAR), time series analysis.

I. INTRODUCTION

TIME series analysis of SAR and InSAR have shown to be powerful imaging techniques to better understand the Earth system via mapping and measuring changes in the cryosphere, ecosystem, hydrology, and solid Earth deformation [1]–[4]. In general, the first step of time series analysis is the precise alignment of a stack of SAR images known as coregistration. In the early 1990s, standard image registration procedures, such as affine transformation with parameters estimated from empirical methods, were used to account for distortion effects caused by the different imaging geometries [5]. A sufficient number of tie points distributed all over the images

NOMENCLATURE

CLR CODE low-resolution (GIM).
CODE Center for orbit determination in Europe.
DEM Digital elevation model.
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EIA Equatorial ionization anomaly.
ERA5 ECMWF re-analysis version 5.
ETAD Extended timing annotation dataset.
GIM Global ionospheric maps.
GNSS Global navigation satellite system.
GPS Global positioning system.
InSAR Interferometric SAR.
IPP Ionospheric piercing point.
IW Interferometric wide (swath mode).
JHR JPL high-resolution (GIM).
JLR JPL low-resolution (GIM).
JPL Jet Propulsion Laboratory.
LOS Line of sight.
MAD Median absolute deviation.
MAGIC Model-adjusted geometrical image coregistration.
NISAR NASA–ISRO SAR.
OTL Ocean tidal loading.
RMSE Root-mean-square error.
S1 Sentinel-1.
SAR Synthetic aperture radar.
SET Solid Earth tides.
SLC Single look complex.
STD Standard deviation.
SWOT Surface water and ocean topography.
TEC Total electron content.
TECU TEC unit.
TPP Topside IPP.
UTC Universal time coordinated.
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are usually required to precisely estimate the transformation parameters. Since the late 2000s, geometrical coregistration based on the precise orbit and external DEM, refined by data-driven mis-registrations [6], has been used to leverage the inherently good geolocation accuracy of SAR systems [7]. This approach requires fewer tie points, thus reducing the dependency of coregistration on data quality and operational modes [6].

The mis-registration between two SAR images is usually estimated empirically using cross-correlation or spectral diversity techniques [8]–[10]. For a stack of SAR images, a network-based approach can be adapted to estimate the mis-registration time series [11], [12]. With the ever-growing volume of SAR data, high demands for the operational time series analysis, and near real-time update of existing time series, it is of interest to evaluate the feasibility of using external models and products to predict the refinement, instead of using the data-driven refinement, for operational stack coregistration. We call this the model-adjusted geometrical image coregistration (MAGIC) approach.

The MAGIC approach has the following advantages. First, it is computationally less expensive to calculate the mis-registration refinement from external models and products than to estimate empirically using cross-correlation or spectral diversity techniques. Second, the model-driven refinement calculation is independent for each acquisition, thus adding a new acquisition to the stack does not require processing the previously archived coregistered images, resulting in a simpler data system (Fig. 1). Third, the MAGIC approach does not require tie points, thus, is applicable to land areas with low coherence and to oceanic applications. Less processing needs and a simpler data system are desirable for an operational data system and big-data processing.

Mismis-registration is driven mainly by errors in the SAR platform’s state vector (orbital error), timing errors in the SAR instrument, atmospheric propagation delays, motions of the Earth’s surface due to tidal and loading effects, and DEM errors. Current spaceborne SAR missions such as Sentinel-1 have geometric design and control with orbit determination accuracy down to the centimeter level [13]. The impact of atmospheric delays, tidal forces, and systematic SAR processing effects have been evaluated for the X-band and C-band SAR [14]–[16]. However, the impact of ionospheric delay on the geolocation of the L-band SAR has not been fully understood.

Here, we investigate geolocation errors in the range direction with a focus on the ionospheric effect for the low-frequency (i.e., L-band and S-band) SAR and its correction methods. In particular, we evaluate the performance of the GIM using Sentinel-1 and ALOS-2 data and explore the correction for the topside ionosphere above the Sentinel-1’s orbit for geolocation error correction purposes. Together with corrections for the troposphere and solid Earth tides (SET), we evaluate the feasibility of operational geometrical stack coregistration for time series applications, including interferometry.

In what follows, we first briefly review the theory of SAR geolocation (Section II) and associated error sources (Section III). The detailed ionospheric delay calculation is presented in Section IV. We then use SAR offset time series (Section V) as observations to compare with the prediction of the model-driven refinement in the real-data experiments (Section VI), followed by a discussion of results (Section VII) and conclusions (Section VIII).

II. SAR GELOCATION THEORY

For an imaging radar, the location of an arbitrary pixel is determined by the intersection of the centroid of the radar beam with the ground surface [7]. In a geocentric-Cartesian coordinate system (Fig. 2), this intersection can be described by the range-Doppler equation as

\[
\frac{2V_S(t) \cdot (R_T - R_S(t))}{|R_T - R_S(t)|} = f_{DC}(t, r)
\]

where \( \lambda \) is the radar wavelength, \( f_{DC}(t, r) \) is the Doppler centroid of the target at azimuth time (slow time) \( t \) and slant range (fast time) \( r \), and \( V_S(t) \) and \( R_S(t) \) are the velocity and position vector of the sensor at azimuth time \( t \), respectively. \( R_T = (x_T, y_T, h(x_T, y_T)) \) is the position vector of the corresponding ground target where \( h \) is the height interpolated from DEM at the horizontal coordinates \( (x_T, y_T) \).
Given the precise orbit of the SAR platform and a DEM, one can analytically relate the radar coordinates \((t, r)\) to the geographic coordinates \((x_T, y_T, h(x_T, y_T))\) based on equations (1) and (2). We refer to forward mapping as the process to map the radar coordinates to the geographic coordinates and inverse mapping as the process to map the geographic coordinates back to the radar coordinates. Since the system of equations is nonlinear, one can start with an initial guess of the solution and iterate until convergence. The iterative search algorithm, such as Newton–Raphson, can be used to obtain the optimized solution. Detailed algorithms can be found in Sansosti et al. [6] and Eineder [17]. The two processes are commonly used for geometrical coregistration and geocoding.

For geometrical coregistration, the procedure includes forward mapping of the first image, followed by inverse mapping of the outputs of the previous step to the orbit of the second image [18]. An alternative procedure is to apply inverse mapping from an existing DEM to the orbits of both SAR images to compute their radar coordinates, which are then used to pull chips from the observed SAR images for the offset estimation [19], [20]. Mapping the radar data and products into a geographic coordinate system is known as geocoding. This process commonly involves inverse mapping the geographic coordinates of the desired geocoded cells to the radar coordinates, then interpolating or multilooking [21] the data in the radar coordinates for the desired pixel and assigning the interpolated value to the geocoded cell. Inverse mapping can be also used in the time-domain SAR focusing algorithms for backprojection [22], such as the recently introduced geocoded SLC [23], [24]. The accuracy of geometrical coregistration depends on the relative geolocation accuracy between SAR images while the geocoding accuracy depends on the absolute geolocation accuracy of the SAR data.

III. SOURCES OF SAR RANGE GEOLOCATION ERRORS

We review here the impact of the atmospheric propagation delay and motions of the Earth’s surface on the SAR geolocation accuracy in the range direction.

A. Overview of Atmospheric Propagation Delay

As the radar signal travels through Earth’s atmosphere, the refractive index \(n\) introduces a propagation delay. This delay is the difference between the physical path of the signal propagation through the atmosphere \(r\) and the geometrical path between the source of the signal (radar antenna’s phase center) and the target on the ground \(r_o\). Following Fermat’s principle, the single-path atmospheric delay can be expressed as [25]

\[
\tau_{atm} = \int n dr - \int dr_0 = \int N dr + \left( \int dr - \int dr_0 \right)
\]

where \(N = n - 1\) is the refractivity. On the right-hand side, the first term represents the atmospheric delay and the second term represents the bending of the microwave signal through the atmosphere. For elevation angles \(\geq 5^\circ\), i.e., incidence angle \(\leq 85^\circ\), the bending effect is commonly ignored [26].

B. Ionospheric Propagation Delay

At altitudes above \(\sim 50\) km, radiation (mainly from the Sun) ionizes atmospheric atoms and molecules forming the ionosphere. Refractivity in the ionosphere is mainly controlled by the number of free electrons. Due to the dispersive nature of the ionosphere with respect to the microwave signal, the propagation of the microwave signal traveling through the ionosphere results in a group delay and a phase advance. They are equal in magnitude but opposite in sign. The group delay is of interest for geolocation. Detailed calculation of the ionospheric delay is described in Section IV.

C. Tropospheric Propagation Delay

At altitudes up to \(\sim 30\) km, which forms the troposphere, refractivity is mainly controlled by temperature, water vapor, and dry air partial pressure [27]. All of these parameters are available from the global atmospheric models, such as the ERA5 global atmospheric reanalysis dataset from the European Centre for Medium-Range Weather Forecasts (ECMWF), Reading, U.K. [28]. The total zenith tropospheric delay can be integrated and mapped to the radar line-of-sight (LOS) direction using the PyAPS software [29]. ERA5 has a latency of five days for the rapid solution and approximately three months for the final solution. One could also use the high-resolution ECMWF numerical weather model (HRES), which has a latency of 5–10 hours.\(^1\)

The zenith hydrostatic delay is \(\sim 2.3\) m at sea level at typical meteorological conditions, while the zenith wet delay varies from a few mm at the polar region to \(\sim 40\) cm at the equatorial region [25]. The hydrostatic delay dominates the overall magnitude (the absolute geolocation error), while the wet delay dominates the temporal variation (the relative geolocation error), as shown in Fig. 3, for the Sentinel-1 descending dataset in Chile from Section VI.

D. Overview of Earth Motions

The motion of the Earth’s surface is driven by the gravitational pull from the Sun and the Moon (solid Earth tides), the change of the rotational axis (pole tides), the loading

\(^1\)https://www.ecmwf.int/en/forecasts/datasets/set-i

---

Fig. 3. Single-path absolute tropospheric delay time series in LOS direction at the acquisition time for Sentinel-1 descending track 156 at [S21.29°, W69.22°] in Chile using ERA5. Orange, black, and blue lines present contributions from the wet air, dry air (hydrostatic), and the combination of both, respectively. The denser sampling from September 2016 onward is due to the addition of Sentinel-1B.
effects from the ocean tides (OTL), the atmospheric and hydrological loading [14] and the surface deformation, such as those induced by tectonic, volcanic, glacial, and anthropogenic processes. Displacements from tidal and loading effects are periodic with different time scales and amplitudes. SET often reaches 40 and 10 cm in vertical and horizontal directions, respectively [30]. OTL could reach up to 10 cm in the coastal region and less than 1 cm in the inner continental region [30]–[32]. Surface deformation from tectonic and non-tectonic processes has a wide range: from a few mm/year of interseismic deformation to up to several km/year of glacier movement. Contributions from the rest (poo tides, atmospheric loading and hydrological loading) are secondary. Pole tides could reach up to 2.5 and 0.7 cm in vertical and horizontal directions [30]. Atmospheric loading has the largest amplitude in the inner continental region and could reach up to 0.5 cm and less than 0.1 cm in vertical and horizontal directions [33]. Hydrological loading has typical values of a few millimeters and could reach up to 2 cm [34].

E. Solid Earth Tides

Following the 2010 International Earth Rotation and Reference Systems Service (IERS) conventions, the SET displacement in the east, north, and up directions ($r_{\text{SET}}^e$, $r_{\text{SET}}^n$, $r_{\text{SET}}^u$) can be calculated with an accuracy of less than 1 mm [30], then projected to the radar LOS direction as

$$r_{\text{SET}} = -r_{\text{SET}}^e \sin(\theta) \sin(\beta) + r_{\text{SET}}^n \sin(\theta) \cos(\beta) + r_{\text{SET}}^u \cos(\theta)$$

(4)

where $\theta$ and $\beta$ are the incidence angle and azimuth angle of the LOS vector on the ground. In this article, we use the solid program [35] with a Python wrapper, named PySolid2 for the SET calculation.

1) Frequency Aliasing: Fig. 4 shows an example time series of $r_{\text{SET}}$ and its power spectral density. SET is dominated by the principal lunar semidiurnal $M_2$ tide, with a period of 12.4206 hours. With the typical re-visit time of several days, the SAR instrument would undersample the $M_2$ tide causing frequency aliasing. This aliasing phenomenon applies to both SET [36] and OTL [31] in SAR and InSAR observations. The alias frequency $f_a$ can be calculated as

$$f_a = |f - f_s \cdot \text{round}(f/f_s)|$$

(5)

where $f$ is the signal frequency, $f_s$ is the sampling frequency, and $\text{round}$ is the nearest integer operator. With a sampling interval of 12 days, such as Sentinel-1 and NISAR, the alias frequency for the $M_2$ tide would be 64.1 days [blue dots in Fig. 4(a)]. Thus, we would expect a periodic displacement contribution with 5.7 cycles per year in SAR absolute range change time series, which is what we observed from the Sentinel-1 data in Chile in Section VI-A.

2) Along Track Acquisition Time Variation for SAR: Solid Earth tides vary slowly in space but fast in time. The fast temporal variation could lead to a spatial gradient due to the acquisition time difference within one SAR image as the satellite moves along the orbit, especially for long data tracks, in addition to the spatial gradient caused by the variation of incidence angle [36] and azimuth angle from the SAR imaging geometry. In Los Angeles, for example (Fig. 4), the maximum LOS SET displacement rate is 1.9 mm/min. With the typical SAR satellite speed on the ground of 6.8 km/s, the acquisition time variation would result in a gradient up to 0.5 mm per 100 km in the along-track direction in the SAR range offset or InSAR phase, if it is not accounted for.

IV. Ionospheric Range Delay From GNSS-Based TOTAL ELECTRON CONTENT

Under the first-order assumption of ionospheric effect, which accounts for more than 99.9% of the refractivity for the L-band and even more for higher frequencies, the single-path absolute ionospheric delay in the LOS direction can be expressed as [30]

$$r_{\text{iono}} = TEC \cdot \frac{K}{f_0^2}$$

(6)

where $K = 40.31 \text{ m}^3 \cdot \text{s}^{-2}$ is a constant, $f_0$ is the radar carrier frequency in Hz, and TEC is the number of free electrons in a tube of 1 m$^2$ cross section along the slant range in the radar LOS direction from the ground to the SAR platform.

A. Ionospheric Mapping Function

The dual-frequency observations of global navigation satellite system (GNSS) allow to estimate global maps of vertical TEC (VTEC) [37]. The VTEC products can be used to evaluate and correct for the impact of ionosphere on SAR geolocation [14]. We map the radar LOS geometry from the ground to the ionospheric altitude by adopting the widely used thin-shell assumption of the effective ionosphere layer, as shown in Figs. 5 and 6. We calculate TEC from VTEC at
the IPP, i.e., the intersection point of the radar LOS vector with the thin-shell ionosphere in \((\rho_{IPP}, \phi_{IPP})\) as

\[
TEC = \frac{VTEC(\rho_{IPP}, \phi_{IPP})}{\cos(\eta_{IPP})}
\]

where \(\rho\) and \(\phi\) represent the latitude and longitude, respectively; \(\eta_{IPP}\) is the refraction angle of the LOS vector at IPP. \(\eta_{IPP}\) can be calculated from the incidence angle at IPP \(\theta_{IPP}\) following Snell’s law as

\[
\eta_{IPP} = \arcsin\left(\frac{n_0}{n_{iono}} \sin(\theta_{IPP})\right)
\]

where \(n_0 = 1\) is the refractive index of vacuum and \(n_{iono}\) is the group refractive index of ionosphere. \(n_{iono}\) is a function of the electron density and frequency of interest and can be calculated to the first order from VTEC as [25]

\[
n_{iono} = 1 + VTEC(\rho_{IPP}, \phi_{IPP}) \cdot K / f_0^2.
\]

The ionospheric sensitivity can be summarized from equation (6)–(9) as a nonlinear function of the vertical TEC as

\[
\begin{align*}
\rho_{iono} &= a / \cos(\arcsin\left(\sin(\theta_{IPP}) \cdot \frac{1}{1 + a}\right)) \\
\rho &= VTEC(\rho_{IPP}, \phi_{IPP}) \cdot K / f_0^2.
\end{align*}
\]

Assuming a spherical coordinate system, \(\theta_{IPP}\) can be calculated from \(\theta\) (the incidence angle of the LOS vector on the ground) as

\[
\theta_{IPP} = \arcsin\left(\frac{Re \cdot \sin(\theta)}{Re + h_{IPP}}\right)
\]

where \(Re\) is the Earth radius, and \(h_{IPP}\) is the effective height of the ionosphere, which is commonly set to 450 km [38].

Given the position of the target on the ground \((\rho_T, \phi_T)\), the IPP position \((\rho_{IPP}, \phi_{IPP})\) can be calculated following the spherical distance formula as

\[
\begin{align*}
\rho_{IPP} &= \arcsin[\sin(\rho_T) \cos(\alpha_{IPP}) + \cos(\rho_T) \cos(\alpha_{IPP}) \cos(\beta)] \\
\Delta \phi &= \arctan2[-\sin(\alpha_{IPP}) \cos(\rho_T) \sin(\beta), \\
& \quad \cos(\alpha_{IPP}) \cdot \sin(\rho_T) \sin(\phi_{IPP})] \\
\phi_{IPP} &= \mod(\phi_T + \Delta \phi + \pi, 2\pi) - \pi
\end{align*}
\]

where \(\alpha_{IPP} = \theta - \theta_{IPP}\) is the geocentric angular distance between the target and IPP, \(\beta\) is the azimuth angle of the LOS vector from target to SAR platform measured from the north with anticlockwise as positive. Note that the spherical formula ignores the ellipsoidal effects and could give errors up to 0.0055°, which is negligible for locating the much coarser resolution GNSS-based VTEC products. Nevertheless, one could use the more accurate geodetic formula instead.

### B. Characteristics of Ionospheric Range Delay

We examine the characteristics of the ionospheric range delay as a function of the vertical TEC for different radar frequencies at the L- (1.257 GHz, NISAR), S- (3.2 GHz, NISAR), C- (5.405 GHz, Sentinel-1), and X- (9.65 GHz, TerraSAR-X) bands. Calculations are based on equation (6)–(11) assuming an incidence angle of 42° for the LOS vector on the ground.

1) Ionospheric Impact on Geocoding: Fig. 7(a) shows the ionospheric delay for different radar frequencies. A vertical TEC of 20 TECU, which is commonly seen, causes a range delay of 5.1 m at the L-band. The same amount of TEC causes significantly less delay of 0.8, 0.3, and 0.1 m in the S-, C-, and X-bands, respectively.

2) Ionospheric Impact on Geometrical Coregistration: Fig. 7(a) right-hand side shows the ionospheric range delay in units of slant range spacing for different range bandwidths. A vertical TEC difference of 20 TECU between two SAR acquisitions results in 0.8, 1.5, and 2.7 pixels of range mis-registration at the L-band for range bandwidths of 24, 44, and 80 MHz, respectively. The same amount of ionosphere variation results in mis-registrations of 0.42, 0.14, and 0.08 pixels at the S-, C-, and X-bands with range bandwidths of 75 (NISAR), 64.35 (Sentinel-1), and 109.89 MHz (TerraSAR-X), respectively.
3) Nonlinear Ratio of Ionospheric Sensitivity: Due to the dispersive nature of the ionospheric refraction [equation (9)], the resulting ionospheric range delay is a nonlinear function of the vertical TEC [equation (10)]. The deviation from linearity is small for each radar frequency alone [Fig. 7(a)], but is obvious in the ratio of the ionospheric sensitivity between different frequencies, as shown in Fig. 7(b). The ratios decrease rapidly with increasing VTEC until \( \sim 5 \) TECU, then slowly increase. For VTEC less than 100 TECU, the ionospheric range delay at the L-band is \( \sim 6 \times (5.7-6.5) \), \( \sim 17 \times (15.6-18.4) \), and \( \sim 51 \times (47.9-58.7) \) larger than the S-, C-, and X-bands, respectively.

4) Impact of Refraction on Ionospheric Range Delay: Fig. 8(a) shows the refraction angle of the LOS vector at IPP as a function of the vertical TEC for different radar frequencies given a constant incidence angle of 42° on the ground. A vertical TEC of 20 TECU leads to a refraction angle of 6°, 20°, 29°, and 35° at IPP for the L-, S-, C-, and X-bands, respectively. Ignoring the refraction effect (e.g., in [39]) for the same amount of ionosphere would result in an overestimated ionospheric range delay by 27%, 20%, 12%, and 5% for the L-, S-, C-, and X-bands, respectively [Fig. 8(b)].

C. Global Ionospheric Maps

We use three versions of GNSS-based GIM derived from the VTEC solution of CODE (University of Bern, Bern, Switzerland) and JPL (Jet Propulsion Laboratory, Pasadena, CA, USA) [37], [40]: the CODE low-resolution (CLR) GIM, the JPL low-resolution (JLR) GIM, and the JPL high-resolution (JHR) GIM. The spatial and temporal resolutions of the three GIM products are summarized in Table I. CLR and JLR GIM are publicly available on NASA’s Archive of Space and Geodesy Data\(^3\) under the umbrella of the International GNSS Service (IGS) [38]. JLR and JHR GIM use the same GNSS data from \( \sim 200 \) globally distributed stations and the same cubic C2 basis function [40], but produce snapshot outputs at different spatial and temporal resolutions using associated coefficients.

In order to extract the vertical TEC for the point of interest (e.g., IPP) from the gridded GIM maps, we apply a bilinear interpolation in the space domain. After the spatial interpolation, to estimate the VTEC at the exact SAR acquisition time from CLR and JLR products (with 2-hour temporal resolution), we apply a linear interpolation in the time domain on the rotated TEC maps along the longitude direction to compensate for the strong correlation between the ionosphere and the Sun’s position [41]. For JHR GIM (with 15-min temporal resolution), we use nearest neighbor interpolation in time.

D. Topside and Sub-Orbital TEC

The GIM products, derived from the GNSS satellites at an altitude of \( \sim 20 \) km, measure a much thicker ionosphere than the one that radar signal propagates through, which is a thinner portion of ionosphere between the SAR satellite orbit, at an altitude of \( \sim 500-800 \) km, and ground. Therefore we need to account for the TEC above the SAR satellite orbit up to the GNSS orbit, hereafter called topside TEC. By subtracting the topside TEC from GIM TEC, the sub-orbital TEC, which represents the TEC from SAR sensor to ground, can be obtained.

\(^3\)https://cddis.nasa.gov/archive/gnss/products/ionex/
Topside TEC can be measured from GNSS receivers onboard the low Earth orbiter satellites [42]. We use the dual-frequency data from the global positioning system (GPS) receivers onboard the Sentinel-1A/B with a data rate of 1/10 second to derive the relative LOS TEC between SAR satellites and GPS satellites at the topside piercing point (TPP) of 1800 km. With bias estimations for GPS satellites [37], [40] and receivers [42] as well as the slant-to-vertical conversion, topside TEC can be computed at multiple TPPs depending on different receiver-to-satellite radio links, as shown in Fig. 5. The available topside observations are culled within a range of 10-min centered at the SAR acquisition time and with an elevation cutoff angle of 45° to constrain the possible error during the slant-to-vertical conversion. Then, the sub-orbital TEC at each TPP is obtained by subtracting topside TEC from JHR GIM TEC. Sub-orbital TEC at the TPP that is nearest to the concerned IPP is chosen and used.

Fig. 9 shows the vertical topside, sub-orbital and total TEC along the Sentinel-1A/B orbits on October 19, 2019 (close to solar minimum) and September 28, 2015 (close to the last solar maximum). The estimations show that topside TEC is larger at a sampled date close to the last solar maximum period compared with the one during the solar minimum period. The topside TEC and total TEC show a similar spatial pattern with different magnitudes. The topside TEC varies spatially from 0 to 12 TECU, while the total TEC varies from 0 to 50 TECU.

E. Spatial and Temporal Variations of Ionosphere

The absolute value of ionospheric TEC mainly depends on the status of the solar cycle, which has a period of approximately 11 years, seasons, the time of the day, and the geomagnetic location. The last peak of the solar cycle occurred in April 2014 and the next peak is expected to be around July 2025 +/- eight months [43]. In order to understand the spatial and temporal variation of the magnitude of ionospheric range delay, we analyze the JLR GIM from 2014 to 2019 (solar maximum to solar minimum). Using the expected science orbits of NISAR, we derive a six-year-long time series of daily vertical TEC and the corresponding ionospheric range delay for the L-band SAR for the scene center of each expected NISAR science frame.

Fig. 10 shows the global distribution of the annual median and median absolute deviation (MAD) of VTEC and equivalent range delay at NISAR’s L-band in the expected NISAR ascending and descending orbits over 2014 (last solar maximum) and 2019 (solar minimum). NISAR descending orbits (dusk side with ~6 p.m. local solar time) are expected to experience stronger ionospheric effects than the ascending orbits (dawn side with ~6 a.m. local solar time). In 2014 (solar maximum), the annual median VTEC varies spatially from 7.3 to 73.6 TECU (1.9–18.8 m of range delay) for descending orbits [Fig. 10(b)] versus 6.7–20.6 TECU (1.8–5.3 m of range delay) for ascending orbits [Fig. 10(a)]. While the spatial pattern of the annual median VTEC remains similar among different years, the overall magnitude decreases from 2014 to 2019 [Fig. 10(e) and (f)] with the spatial variation of 2.7–22.4 TECU (0.8–5.7 m of range delay) for descending orbits [Fig. 10(d)] and of 1.9–10.0 TECU (0.5–2.6 m of range delay) for ascending orbits [Fig. 10(c)]. There is an overall good spatial correlation between the annual magnitude (annual median) and the seasonal variation (annual MAD), as shown in Fig. 10 bottom panel.
Fig. 10. Global distribution of ionospheric range delays during the last half solar cycle (from 2014 to 2019) based on the expected science orbits of NISAR (6 A.M. ascending and 6 P.M. descending nodal times) using JLR GIM. Top and bottom panels: the annual median and MAD of vertical TEC, respectively. Profiles on the right: the average vertical TEC variation along the latitude for each year. The corresponding slant range delay (range geolocation error) is calculated based on the NISAR L-band frequency with an incidence angle of 42° of the LOS vector on the ground. For the NISAR S-band SAR, the range delay will be $\sim 6 \times$ smaller in magnitude. For Sentinel-1 with the similar dusk/dawn acquisition strategy, the ionospheric impact will be similar but with relatively stronger effects on its ascending orbits and with $\sim 17 \times$ smaller magnitude in range delay.

The range delay in Fig. 10 can be scaled roughly by $\sim 1/6$ for the NISAR S-band and by $\sim 1/17$ for the C-band data, or precisely using equation (6)–(11) to account for the nonlinear ratio of ionospheric sensitivity (Section IV-B3). Note that for Sentinel-1, after scaling to the C-band, one needs to swap ascending and descending labels in Fig. 10 to represent the dawn/dusk acquisition strategy of Sentinel-1 which is opposite to dusk/dawn acquisition strategy of NISAR.

V. MIS-REGISTRATION FROM SAR OFFSET TIME SERIES FOR THE RELATIVE GEOLOCATION ACCURACY EVALUATION

We estimate the mis-registration time series from a stack of SLCs coregistered using pure geometry (precise orbits and DEM) for the evaluation of the relative geolocation accuracy. SAR can measure the relative shift between image pairs using speckle tracking [8]. This approach is usually based on the
cross-correlation of speckle patterns from complex or intensity images [44]. The relative shift is referred to as offsets. Given a stack of offset pairs, an offset time series can be estimated using the small baseline analysis technique, adapted from InSAR [45], to mitigate the impact of decorrelation [46]. A fully connected network should be used to ensure an unbiased estimation. A median filter is usually applied to the estimated offset field to smooth out the high spatial frequency noise [47].

There are a few practical considerations for the time series estimation of SAR offset, different from the one for the InSAR phase [48]. First, offsets are spatially absolute measurements, thus, do not require spatial referencing before the time series estimation. Second, in the computational aspect, zero values are common and valid offset estimates due to the limited quantization precision of speckle tracking, which can be described as

\[
\sigma_{\text{scorr}}^{\text{qnt}} = \frac{\Delta}{\Omega_{\text{SLC}} \cdot \Omega_{\text{corr}}} \tag{13}
\]

where \(\Delta\) represents the pixel spacing in the range or azimuth direction, and \(\Omega_{\text{SLC}}\) and \(\Omega_{\text{corr}}\) represent the oversampling factors applied to the SLC image before cross-correlation and to the correlation surface, respectively. Given typical values of \(\Omega_{\text{SLC}} = 2\) and \(\Omega_{\text{corr}} = 64\), \(\sigma_{\text{scorr}}^{\text{qnt}}\) is 1.8 and 11.0 cm for Sentinel-1 in range and azimuth directions, respectively. Thus, any offsets with a magnitude smaller than \(\sigma_{\text{scorr}}^{\text{qnt}}/2\) (0.9 cm in range direction and 5.5 cm in azimuth direction) will be rounded to zero, which could be common in practice. While for the InSAR phase, the rounding-to-zero scenario is extremely unlikely due to its significantly higher quantization precision. Third, we evaluate the post-inversion quality of the estimated offset time series using the \(L_2\)-norm residual normalized by the pixel spacing and discard pixels with residual values larger than a predefined threshold, e.g., 0.25.

VI. EXPERIMENTAL RESULTS

We evaluate the relative geolocation accuracy of the MAGIC approach (with the offset from model prediction as outlined in Sections III and IV), using the offset from the cross-correlation approach (Section V) as the reference (observation). Test data includes two stacks of the C-band Sentinel-1 TOPS data (ascending track 149 with 104 acquisitions and descending track 156 with 201 acquisitions) from 2014 to 2020 in northern Chile and a stack of the L-band ALOS-2 stripmap ultrafine mode data (descending track 23 with 49 acquisitions) from 2015 to 2019 in Kyushu, Japan [49]. The topside TEC estimated from Sentinel-1/A/B is not accounted for here but is used and discussed in detail in Section VII-C.

We use the topsStack [11] and stripmapStack [12] processors to coregister the stacks of Sentinel-1 and ALOS-2 SLCs with pure geometry (precise orbits and DEM), respectively, and use the GPU-based PyCuAmpcor\(^4\) to compute small baseline offset pairs; all are within the ISCE software [18]. For Sentinel-1, we use the SRTM DEM (SRTMGL1, 1 arc second with void-filled, \(\sim 30\) m) [50]; pair each SAR image with its three nearest neighbors in time (sequential network);

\(^4\)https://github.com/isce-framework/isce2/tree/main/contrib/PyCuAmpcor

estimate each offset map using an estimation window size of \(256 \times 128\) pixels and a skip size of \(300 \times 100\) pixels between windows in the range and azimuth directions, respectively. For ALOS-2, we use the DEM released by the Geospatial Information Authority of Japan, Tsukuba, Japan (GSI, 0.4 arc second, \(\sim 10\) m); select offset pairs with small temporal (400 days) and spatial baselines (200 m); estimate each offset using an estimation window size of \(256 \times 256\) pixels and a skip size of \(100 \times 80\) pixels between windows in the range and azimuth directions, respectively. For all the offset estimations, we oversample the SLC images by a factor of 2 before cross-correlation and oversample the correlation surface by a factor of 64 to locate the peak of the correlation surface.

The offset time series is estimated using the small baseline approach as outlined in Section V and implemented in the MintPy software [48]. Pixels with time series estimation residual larger than a predefined threshold (0.125 pixel for Sentinel-1 and 1.0 pixel for ALOS-2) are discarded (12%, 18%, and 16% of pixels for Sentinel-1 ascending track 149, descending track 156, and ALOS-2 descending track 23, respectively). The azimuth offset is estimated but not used.

A. Relative Geolocation Accuracy of C-Band Sentinel-1

Fig. 11 compares the estimated range delay time series from SAR images (observation) with the predicted range delay time series (model prediction) of each geolocation error source progressively for the C-band Sentinel-1 ascending track 149 in Chile. Fig. 11 top panel compares the estimated range delay from SAR (blue solid line) with the predicted range delay from ionosphere using TEC products from JHR GIM (dashed orange line), JLR GIM (dotted gray line), and CLR GIM (dash-dotted black line). The impact of the ionosphere is strong for the Sentinel-1 ascending orbit at low geomagnetic latitude areas [51]. In this case, it is clear and obvious that the ionosphere dominates the observed range delay in SAR data with a very high coefficient of determination \(R^2\) of 0.91 (Fig. 11(b)). The large magnitude of range delays (up to 0.7 m) during 2015 is due to the strong solar activities around the last solar maximum in 2014. The maximum peak to valley range delay is 1.0 m, about half the range pixel size of Sentinel-1 in IW mode (2.3 m). After correcting for ionosphere using JPL high-resolution GIM, the RMSE of the SAR range delay time series decreased from 20.2 to 8.7 cm. The observed range delay from SAR matches significantly better with the predicted range delay from JPL high-resolution GIM (RMSE of 8.7 cm) than the low-resolution GIM from JPL and CODE (with RMSE of 20.7 and 22.8 cm).

Fig. 11 central panel demonstrates that after correcting for ionospheric delay using JHR GIM, the residual range delay is dominated by the SET with a high \(R^2\) of 0.64. The SET time series has a periodic temporal variation with a cycle of 64.1 days [5.7 cycles per year; Fig. 11(c)] due to the frequency aliasing as explained in Section III-E1. Fig. 11 bottom panel compares the SAR observation after correcting for ionosphere and SET with the predicted tropospheric delay using the ERA5 global atmospheric model. The RMSE of the range delay time series decreased from 8.7 to 7.1 cm after correcting for SET, then increased slightly to 7.8 cm after correcting for the troposphere.
Fig. 11. Progressive comparisons between the observed and predicted relative range geolocation errors for the C-band Sentinel-1 ascending track 149 in Chile. Upper left inset: dataset location. Top panel: the observed range delay (observation) from SAR image cross-correlation (blue solid line) versus the predicted range delay from the ionosphere (model prediction) using JHR GIM (dashed orange line), JLR GIM (dotted gray line), and CLR GIM (dash-dotted black line). Central panel: the observation after correcting for ionosphere using JHR GIM versus the model prediction from SET. Bottom panel: the observation after correcting for ionosphere and SET versus the model prediction from troposphere using ERA5. For each panel, the observation time series is shifted by its median value, the model prediction time series is shifted by its median difference with the observation. The median value and the three times MAD range within a window of 20 \times 20 pixels centered at [S21.30°, W67.39°] are used. SAR acquisition at 23:07 UTC (∼6 P.M. local solar time).

Fig. 12. Similar to Fig. 11, but for the C-band Sentinel-1 descending track 156 in Chile with SAR acquisition at 10:00 UTC (∼6 A.M. local solar time).
Fig. 13. Similar to Fig. 11, but for the L-band ALOS-2 descending track 23 in Japan with SAR acquisition at 03:19 UTC (∼12 P.M. noon local solar time). The median and MAD values from the whole image are used.

The range delay time series for the descending track 156 (Fig. 12) shows much smaller variation than the ascending track (10.7 cm versus 20.2 cm) due to the weaker ionosphere at 6 A.M. All three GIM give similar range delay predictions with RMSE after correction of 10.8, 10.5, and 11.1 cm for CLR, JLR, and JHR GIM, respectively [Fig. 12(a)]. The similar performance is likely due to: 1) the SAR acquisition time is at 10:00 UTC when all GIM have products, thus, little impact from different temporal resolutions on the GIM estimation and 2) the ionosphere has a much smaller daily variation at 6 A.M. local solar time. Without strong ionospheric impact, SET becomes the dominant source of relative geolocation errors [Fig. 12(c)]. Since the middle of 2017, the regular interleaving of Sentinel-1A and Sentinel-1B reduced the sampling interval from 12 days to 6 days, resulting in an aliased SET frequency of 14.8 days (24.7 cycles per year), as observed in Fig. 12(c).

Note that there is an abnormally high range delay of 0.8 m on April 2, 2015, which cannot be explained by ionosphere or Earth motions; therefore, we speculate it originated from the SAR data processing. After excluding the outlier on April 2, 2015, the RMSE of the range delay time series changed from 8.7 to 7.5, and 7.1 cm after correcting for ionosphere, SET, and troposphere, respectively. The final RMSE of the descending track time series (7.1 cm) is similar to the one from the ascending track (7.8 cm).

B. Relative Geolocation Accuracy of L-Band ALOS-2

The L-band ALOS-2 time series in Japan (Fig. 13) shows a maximum range delay of 11.1 m. The temporal variation is dominated by the ionosphere with large delays during 2015 and 2016 due to strong solar activities [Fig. 13(a)] and with a very high coefficient of determination of 0.98 [Fig. 13(b)], similar to the Sentinel-1 ascending track 149 [Fig. 11(a)]. Both CLR and JLR GIM predictions match well with the SAR observation; however, JHR GIM prediction matches significantly better with a reduction of the time series RMSE from 265.9 to 57.1 cm. After correcting for SET and troposphere, the time series RMSE further decreased slightly to 55.6 and 55.7 cm, respectively, indicating marginal improvements.

The final residual range delay time series after all the corrections (ionosphere, troposphere, and SET), i.e., the difference between solid blue lines and dashed orange lines in Fig. 13(e), is in the meter scale with the maximum peak to valley delay of 2.6 m, much larger than the temporal variation of possible contributions from tropospheric turbulence or other Earth motions (OTL, pole tides, and so on) that we have not accounted for. Thus, we interpret this large residual range delay as the possible remaining contributions from the ionosphere, especially topside TEC from ALOS-2 SAR satellite orbit at ∼630 km to GNSS satellite orbit at ∼20 200 km and discuss in more detail in Section VII-C and VII-G.

VII. DISCUSSION

A. Range Bias Between Sentinel-1A and Sentinel-1B

We observed a temporally consistent bias between S1A and S1B in the residual range delay after correcting for SET and troposphere, as shown in Fig. 14(a) for the descending track 156. With acquisitions from both platforms regularly interleaving with each other, we apply a linear fit to the time series for each platform and solve for the difference in the intercepts as
the bias estimate. The bias has a subswath dependence with median values of 8.7, 10.6, and 12.3 cm for IW1, IW2, and IW3, respectively [Fig. 14(b) and (c)]. Similar bias observations of ~15 cm have been reported by Gisinger et al. [16] and Solgaard et al. [52] after the Extended Timing Annotation Dataset (ETAD) correction. Since the ETAD correction is designed to correct the effects of focusing approximations, the presence of the bias after the ETAD correction in [16] implies that the bias may not be due to the focusing approximations applied during the Sentinel-1 SAR processing.

After correcting for the S1A/B range bias using the empirically estimated values above, the final RMSE of the range delay time series after correcting for ionosphere, SET, and troposphere reduced from 7.8 to 6.4 cm for the ascending track 149 and from 7.1 to 5.7 cm for the descending track 156. More investigations are needed to confirm whether the empirically estimated values of the S1A/B bias are applicable to other regions and whether the subswath dependence exists after the ETAD correction. Discussions hereafter assume the S1A/B range bias has been removed.

### B. Summary of Geolocation Error Corrections

The relative geolocation accuracy of the three SAR datasets after bias corrections is summarized in Fig. 15 and Table II. In general, the accuracy improves after correcting for each of the geolocation errors from the ionosphere, SET, and troposphere, as shown in the decreasing RMSE values and decreasing interquartile ranges in Fig. 15, for all three datasets. The three exceptions, ERA5 tropospheric corrections for ALOS-2 descending track and Sentinel-1 ascending track, and JHR GIM ionospheric correction for Sentinel-1 descending track, have negligible RMSE increases of 1, 6, and 3 mm, respectively.

The ionosphere is the dominant contributor of geolocation errors for the L-band ALOS-2 ($R^2 = 0.98$) and the C-band Sentinel-1 ascending (dusk side) orbit ($R^2 = 0.91$), while SET is the second largest. For the C-band Sentinel-1 descending (dawn side) orbit where the ionosphere is weak, SET become the largest.

Following a routine correction procedure of S1A/B bias (for Sentinel-1), JHR GIM for ionosphere, SET, and ERA5 for the troposphere, the relative geolocation accuracy of the Sentinel-1 stacks coregistered using geometry is ~6 cm in RMSE with the maximum residual of 25 cm (outlier acquisition at April 02, 2015, is excluded). We expect even better

---

**Table II**

| Relative Geolocation Accuracy in Range Direction in Terms of RMSE and Maximum Magnitude for Sentinel-1 and ALOS-2 After Routine Correction for Each of the Geolocation Errors |
|-----------------|-------------------------------|-------------------------------|-------------------------------|-----------------|
| **RMSE [cm]**   | **SAR**                       | **SAR - GIM$_{HR}$**          | **SAR - GIM$_{HR}$ - SET**   | **SAR - GIM$_{HR}$ - SET - ERA5** |
| **(Maximum)**    |                               |                               |                               |                               |
| Sentinel-1 asc.  | 18.3 (61)                     | 8.0 (20)                      | 5.8 (19)                      | 6.4 (23)                     |
| Sentinel-1 desc. | 7.1 (21)                      | 7.4 (25)                      | 6.1 (28)                      | 5.7 (25)                     |
| ALOS-2 desc.    | 265.9 (1108)                  | 57.1 (161)                    | 55.6 (169)                    | 55.7 (164)                  |

1 For Sentinel-1, the S1A/B range bias has been removed.
2 For Sentinel-1 descending, outlier acquisition at 2015-04-02 is excluded.
accuracy after incorporating ETAD for Sentinel-1 SAR processing effects [16]. For ALOS-2, the relative geolocation accuracy is 0.56 m with a maximum value of 1.64 m.

C. Impact of Topside TEC on SAR Geolocation

We evaluate the impact of the topside TEC on SAR geolocation using the GPS receivers onboard Sentinel-1 platforms, as described in Section IV-D. Fig. 16 shows the topside and sub-orbital TEC for Sentinel-1 ascending track 149 in Chile at ~6 P.M. local solar time. Topside TEC has a much smaller temporal variation (3–11 TECU) than the sub-orbital TEC (2–51 TECU). The nonzero lower boundary of the topside TEC time series indicates that there is always an absolute geolocation bias due to topside TEC if not accounted for while using the GNSS-based TEC products.

Fig. 16 right-hand side shows the expected topside ionospheric range delay for different radar frequencies at the L- (NISAR), S- (NISAR), C- (Sentinel-1), X- (TerraSAR-X), and Ka-bands (SWOT) assuming an incidence angle of 42°. The 6.6±1.8 TECU of topside TEC could lead to a geolocation error of 1.7 ± 0.46 m for the L-band, 30.6 ± 7.8 cm for the S-band, 11.5 ± 3.0 cm for the C-band, 3.8 ± 1.0 cm for the X-band, and 2.8 ± 0.8 mm for the Ka-band. For coregistration, the 1.8 TECU of topside TEC variation in standard deviation would result in 0.07, 0.14, and 0.25 pixel of range misregistration for the L-band SAR with range bandwidths of 24, 44, and 80 MHz, respectively; and in 0.04, 0.013, 0.007, and 0.001 pixels for the S-, C-, X-, and Ka-bands with range bandwidths of 75 (NISAR), 64.35 (Sentinel-1), 109.89 (TerraSAR-X), and 200 MHz (SWOT), respectively.

After correcting for topside TEC, the final RMSE of the C-band Sentinel-1 ascending track 149 reduced from 6.4 to 4.9 cm (Appendix). Assuming the same noise level of topside TEC (with range delay STD of 46.2 cm for the L-band), the expected final RMSE using sub-orbital TEC for the L-band SAR can be derived as \((55.7)^2 - (46.2)^2\)^{1/2} = 31.1 cm.

D. Comparing Different GNSS-Based TEC Products

We evaluate the performance of different GNSS-based TEC products based on the relative geolocation accuracy in range direction. The result is summarized in Table III. The JPL high-resolution GIM shows significantly better performance than the low-resolution GIM from JPL or CODE for Sentinel-1 ascending (dusk side) orbit and the L-band ALOS-2 when the ionosphere is strong. The higher spatial and temporal resolution of the JHR GIM appears to better capture the highly structured ionospheric regions, such as the equatorial ionization anomaly (EIA) crests and trough, and their temporal variations than the low-resolution ones. The performance even further improves when we account for topside TEC. The performance of JHR GIM is similar to the low-resolution GIM for the Sentinel-1 descending (dawn side) orbit when ionospheric TEC is low and its variation is small. This is likely due to the SAR acquisition time at 10:00 UTC in this example coinciding with the sampling time of the low- and high-resolution GIM models; therefore, the impact of the higher temporal sampling (15-min versus 2-hour) cannot be justified.

E. Adaptive Scaling of Total TEC for Sub-Orbital TEC

The ratio of topside TEC to total TEC for the site in northern Chile (Fig. 17) shows a wide range of temporal variation (0.14–0.78) with a median value of 0.31. There is a clear seasonal variation with peaks during May–August and December. Note that the slightly increasing overall ratio from the solar maximum year (2015) to the solar minimum year (2019) is due to the relatively weaker activities in the sub-orbital ionosphere [Fig. 16(b)]. This observation implies
**Fig. 17.** Ratio of topside TEC to total TEC for the C-band Sentinel-1 ascending track 149 in Chile (~6 P.M. local solar time). Median value: 31%. Solid line: polynomial fit as a function of the day of the year.

**Fig. 18.** Comparison among different methods of scaling total TEC to sub-orbital TEC. From top to bottom: Sentinel-1 ascending track 149 in Chile, Sentinel-1 descending track 156 in Chile, and ALOS-2 descending track 23 in Japan, respectively. No: no scaling. Fix: scaling with a fixed ratio. Adap: scaling with an adaptive ratio based on equation (14).

that a data-driven model for the ratio of topside TEC may better represent the topside TEC compared with a constant value that has been used in previous studies, such as in [16]. We test an adaptive scaling approach based on topside TEC estimates from Sentinel-1 ascending track 149 to all three SAR datasets. The seasonal behavior of the topside TEC to total TEC ratio $\alpha$ can be modeled as a function of the day of the year $t_d$ using a sixth-order polynomial as

$$
\alpha = 34.302124 - 0.342926 \cdot t_d + 2.435454 \times 10^{-3} \cdot t_d^2 \\
+ 4.556585 \times 10^{-5} \cdot t_d^3 - 4.718176 \times 10^{-7} \cdot t_d^4 \\
+ 1.430266 \times 10^{-9} \cdot t_d^5 - 1.391471 \times 10^{-12} \cdot t_d^6.
$$

(14)

**Fig. 19.** Cumulative distribution of range mis-registration for geometrical co-registration with model-driven refinement from ionosphere (JHR GIM), troposphere (ERA5), and SET. (a) Sentinel-1 with 304 acquisitions from ascending and descending orbits, excluding the outlier acquisition at April 02, 2015. (b) ALOS-2 with 49 acquisitions from descending orbit.

along the ascending orbit [Fig. 18(c)]; the adaptive scaling outperforms the fixed scaling. For ALOS-2, scaling performs poorer than no scaling, which is expected because both the fixed and adaptive scaling ratios are calculated for Sentinel-1 at ∼700 km, which is different from ALOS-2’s altitude of ∼630 km. Beside seasonality, we expect the ratio of topside TEC depends at least on the latitude and altitude of interest. Thus, such a data-driven model can be useful if more latitude-based topside TEC is estimated for each SAR satellite altitude.

**TABLE IV**

<table>
<thead>
<tr>
<th>Sources</th>
<th>Absolute ± relative accuracy [m] [L-band / S-band]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionosphere (total TEC$^1$)</td>
<td>0.223 ± 1.206 / 0.037 ± 0.215</td>
</tr>
<tr>
<td>Ionosphere (topside TEC$^2$)</td>
<td>1.739 ± 0.517 / 0.307 ± 0.091</td>
</tr>
<tr>
<td>Troposphere$^3$</td>
<td>0.040 ± 0.050</td>
</tr>
<tr>
<td>Tidal Effects$^4$</td>
<td>0.000 ± 0.044</td>
</tr>
<tr>
<td>Orbital Error$^5$</td>
<td>0.005 ± 0.030</td>
</tr>
<tr>
<td>DEM Error$^6$</td>
<td>4.442 ± 0.002</td>
</tr>
</tbody>
</table>

Overall                   | 6.449 ± 1.314 / 4.832 ± 0.244                     |

1 Based on JPL low resolution GIM accuracy [38].
2 Uncompensated topside ionosphere based on this study.
3 Based on ERA5 and ERA-Int accuracy [56], [57].
4 Uncompensated tidal effects including ocean tidal loading [32], pole tides [30] and atmospheric loading [33].
5 Based on Sentinel-1A orbital accuracy [13].
6 Based on Copernicus DEM accuracy [58].
mis-registrations can align Sentinel-1 stacks with required accuracy in range direction for most applications including interferometry.

Fig. 19(b) shows the distribution of range mis-registration for the L-band ALOS-2 stack with an RMSE of 0.56 m and with 80% acquisitions experiencing mis-registrations up to 0.75 m. The observed RMSE of 0.56 m is equivalent to 0.06 pixel for the ALOS stripmap fine beam double (FBD) polarization mode, 0.38 pixel for ALOS-2 stripmap ultra-fine mode, and 0.09 pixel for the NISAR L-band SAR with 24 MHz of range sampling frequency. Note that with topside TEC correction, the RMSE is expected to be further reduced to 0.31 m, bringing down the range mis-registration to 0.05 pixel for NISAR. Therefore, in the range direction, a pure geometrical coregistration with model-driven refinement, including topside TEC correction, could potentially be sufficient to produce the coregistered stack of SLCs. However, in the azimuth direction, more precise knowledge of the ionosphere, especially the TEC gradient, is needed to evaluate the azimuth geolocation accuracy for the L-band SAR, which is beyond the scope of this study.

Fig. 20 demonstrates the impact of model-driven refinement on geometrical coregistration using two ALOS SLCs in FBD mode over Hawaii. The unfiltered, full-resolution interferogram is noisy and totally decorrelated when SLCs are coregistered using only geometrical offsets (from precise orbits and DEM) with mis-registration errors of 0.99 and 0.53 pixel in the range and azimuth directions, respectively. After applying the model-driven refinement of 5.87 m of range delay predicted from the ionosphere (JHR GIM), the troposphere (ERA5), and SET, the range mis-registration is reduced to 0.36 pixel and the generated interferogram becomes significantly more coherent. The remaining decorrelation is mainly due to the uncorrected azimuth mis-registration. Note that for multilooked interferograms, as commonly used in geophysical applications, the impact of mis-registration will be much less, as shown in Fig. 20(c). This impact of mis-registration on the quality of the generated interferometric phase in a traditional range-Doppler grid (or radar coordinate system) also applies to the newly introduced concept of geocoded SLC [23], [24]. That is, if for any reason (e.g., the ionospheric range delay) the geocoded SLCs are not correctly aligned, the misaligned signals will interfere, resulting in the noisy interferogram similar to Fig. 20(a).

G. Geolocation Residuals at L-Band SAR

The residual range delay time series after bias corrections contains contributors from tectonic displacement [15], uncompensated tidal and loading effects (e.g., OTL, pole tides, and so on), orbital errors, and residual atmospheric delays due to the limited resolution of ERA5 and GIM products. The residual range delay of ALOS-2 is significantly larger than that of Sentinel-1 (0.56 versus 0.06 m; Fig. 19), the residual ionospheric delay is most likely the dominant source due to the following reasons.

1) The large magnitude of range delay (1 to 2 m) cannot be easily explained by the other possible sources, including the orbital error [54], but it can be explained with 4–8 TECU of residual ionospheric delay at the L-band which is in the order of GIM accuracy (4.5 TECU) [38] and of topside TEC magnitude.

2) The ratio of the ionospheric sensitivity between the L-band and the C-band SAR (∼17) is about twice the ratio of range delay RMSE between ALOS-2 and Sentinel-1 stacks (∼9), indicating an ionosphere-driven dispersive component in the L-band ALOS-2 residual and only part of the C-band Sentinel-1 residual.

3) The predicted range delay STD due to topside TEC for the L-band SAR (0.46 m in Chile; Section VII-C) is of similar magnitude as the observed range delay RMSE of ALOS-2 (0.56 m in Japan), indicating the observed residual range delay can be largely driven by the topside TEC.

This hypothesis cannot be easily evaluated, since there is no dual-frequency GNSS data available for ALOS-2 during SAR observation due to the interference of the radar frequency with the onboard GNSS L2 frequency [55], thereby inhibiting the
topside TEC estimation along the ALOS-2 orbit via the linear combination of the dual-frequency observations approach (Section IV-D).

H. Range Geolocation Error Budget for NISAR

We calculate the expected geolocation error budget in range direction for the upcoming NISAR mission based on existing literature. Assuming the uncertainties from the different sources of errors are uncorrelated, we derive the overall absolute and relative range geolocation accuracy after correcting for ionosphere using GIM, troposphere using ERA5 and SET in terms of bias \( \epsilon \) and uncertainty \( \sigma \) as

\[
\begin{align*}
\epsilon &= \epsilon_{\text{GIM}} + \epsilon_{\text{topTEC}} + \epsilon_{\text{tropo}} + \epsilon_{\text{tidal}} + \epsilon_{\text{orb}} + \epsilon_{\text{topo}} \\
\sigma &= \sqrt{\sigma_{\text{GIM}}^2 + \sigma_{\text{topTEC}}^2 + \sigma_{\text{tropo}}^2 + \sigma_{\text{tidal}}^2 + \sigma_{\text{orb}}^2 + \sigma_{\text{topo}}^2}
\end{align*}
\]  

where \( \epsilon_{\text{GIM}} \pm \sigma_{\text{GIM}} \) represents the accuracy of GIM products and \( \epsilon_{\text{topTEC}} \pm \sigma_{\text{topTEC}} \) represents the residual ionospheric contribution from ignoring the topside TEC [calculated via equation (6)–(11)]. The global accuracy of JLR GIM is 0.72 ± 4.49 TECU [38]. Although there is no study on the global accuracy of JHR GIM, our results over Chile and Japan demonstrated that JHR GIM is significantly more accurate than JLR GIM. Since northern Chile, located in the equatorial ionization anomaly crests, shows maximum topside TEC in the two snapshots during solar maximum and minimum [Fig. 9(a) and (b)], its statistics of the topside TEC of 6.6 ± 1.8 TECU (Section VII-C) can be considered as a conservative contribution of topside TEC to NISAR’s range delay error budget. \( \epsilon_{\text{tropo}} \pm \sigma_{\text{tropo}} \) represents the residual tropospheric delay after tropospheric correction using ERA5 with a bias up to 4 cm [56] and STD up to 5 cm [57] in the LOS direction. \( \epsilon_{\text{tidal}} \pm \sigma_{\text{tidal}} \) represents the uncompensated periodic tidal effects, including the OTL, pole tides, and atmospheric loading with 0.0 ± 4.4 cm in the LOS direction (Section III-D). \( \epsilon_{\text{orb}} \pm \sigma_{\text{orb}} \) represents the orbital error. We use Sentinel-1A as a proxy with an accuracy of 0.5 ± 3 cm [13]. \( \epsilon_{\text{topo}} \pm \sigma_{\text{topo}} \) represents the contribution from DEM error. With an absolute vertical accuracy \( \sigma_z \) of 4 m in the global Copernicus DEM [58], we could calculate the resulting absolute and relative geolocation accuracy as [6], [59]

\[
\begin{align*}
\epsilon_{\text{topo}} &= \sigma_z \cdot \frac{\cos(\theta)}{B} \\
\sigma_{\text{topo}} &= \sigma_z \cdot \frac{B}{r \cdot \sin(\theta)}
\end{align*}
\]  

where \( B \leq 350 \text{ m} \) is perpendicular baseline [60].

Table IV summaries expected range geolocation accuracy for the NISAR L-band and S-band SAR. DEM error is the largest contributor to the absolute geolocation error but has a negligible impact on the relative geolocation accuracy. The ionosphere, especially the topside TEC, is the second-largest contributor to the absolute geolocation error and dominates the relative geolocation error. Note that this error budget represents an upper limit of the achievable geolocation accuracy in the range direction due to our limited knowledge of the global accuracy of JHR GIM and the global temporal and spatial variation of topside TEC.

VIII. CONCLUSION

We evaluate the range geolocation accuracy of the C- and L-band SAR with a focus on the ionospheric contribution and discuss methods to mitigate its impact. Ionospheric range delay is a nonlinear function of the vertical TEC. It dominates
the geolocation error for the C-band Sentinel-1 ascending (dusk side) orbit and the L-band ALOS-2 data. For Sentinel-1 descending (dawn side) orbit, solid Earth tides are the largest contributor. Comparisons between different GNSS-based TEC products show that the JPL high-resolution GIM (with 15-min temporal resolution and 1° spatial resolution) performs significantly better than the low-resolution GIM from JPL and CODE.

The topside ionosphere along Sentinel-1 orbits, sampled at two dates close to the latest solar maximum and minimum, demonstrate a global spatial variation of up to 12 TECU with a spatial pattern similar to the total TEC from GIM: higher TEC values at the equatorial ionization anomaly crests and polar regions than the mid-latitudes. A time series of topside TEC over a site in northern Chile demonstrate a temporal variation of 6.6 ± 1.8 TECU, which is equivalent to 1.7 ± 0.5 m of range delay in the L-band. Therefore, we conclude that the contribution of topside TEC to the geolocation error budget of the L-band SAR is significant and should be accounted for.

After correcting for ionosphere (using JHR GIM), troposphere (using ERA5), solid Earth tides, and S1A/B range bias for Sentinel-1, the RMSE of range mis-registration time series reduced from 0.20 to 0.06 m (and to 0.05 m with topside TEC) for Sentinel-1 and reduced from 2.66 to 0.56 m for ALOS-2 (with the maximum mis-registration reduced from 0.6 to 0.2 m for Sentinel-1 and reduced from 11.1 to 1.6 m for ALOS-2). For the C-band Sentinel-1, the geometrical coregistration with model-driven refinements is accurate enough in the range direction for most applications, including interferometry. For the L-band SAR, e.g., NISAR, the model-driven refinement could be potentially accurate enough in the range direction if topside TEC is available.

APPENDIX

Mis-Registration Comparison After Correcting for S1A/B Range Bias and Topside TEC

Fig. 21 compares the estimated range mis-registration time series with the model predictions for Sentinel-1 ascending track 149 in Chile, after correcting for the S1A/B range bias (Section VII-A) and the topside TEC (Section VII-C).

DATA AVAILABILITY

The processed SAR offset and TEC data are available on Zenodo at https://doi.org/10.5281/zenodo.6360749.

CODE AVAILABILITY

The ionospheric mapping function is implemented in the MintPy software (https://github.com/insarlab/MintPy). The solid Earth tides code is wrapped as the PySolid package (https://github.com/insarlab/PySolid) under the GPLv3 license. Figures are plotted using Jupyter Notebook and available on GitHub (https://github.com/yunjunz/2022-Geolocation).
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