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Motivation 

Traditional SBAS : 
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Our approach: phase corrections in time domain 
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22 SLCs à 229 interferograms 



•  Same result idealy but less expensive in 
computation & storage. 

-  For N+1 images à up to               interferograms 

-  i.e. 78 S1A/B desc SLCs in Mexico City à up to 3003 
interferograms; and it's still growing. 
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Why phase correction in time series domain? 

•  Easy to check each phase correction's effect/
performance on time series domain rather than on 
interferograms. 



Network inversion into time series 

• Network inversion: 
 

!" = !" 
 

A is the design matrix à full rank matrix A leads to 
unbiased network inversion. 
 

!! = [!!,!!,… ,!!)] is inversed time series phase with respect 
to the first date t0. 
 

• Generate M interferograms: !"! = [!"!, !"!,… , !"!] 

• Considering N+1 SAR images at time [!!, !!,… , !!] 



!! = !!"#,! + !!"#,! + !!"#",!! + !!"#,!! + !!!"#$,!, ! = 0, 1,… ,! 

Time series phase analysis 

•  Cumulative ground deformation at ti 

•  Atmospheric difference between ti and t1 
-  Tropospheric phase delay 
-  Ionospheric phase advance, frequency dependent 

•  Errors in imaging geometry between ti and t1 
-  DEM error 
-  Orbital error 
-  Coregistration error and timing error (local oscilattor drift - 

Envisat) 

•  Phase noise due to geometric and temporal decorrelation, 
and thermal noise. 



Outline 

Coherence-based network 

Phase corrections 



Data location 

Helsinki 

Galápagos  

(Amelung et al., 2000) 
ERS-1/2 

Sierra Negra 
•  ALOS ascending track 133 
•  2007.01 - 2011.03, 22 scenes 

@ Galápagos Island, Ecuador 



1. Network colored by spatial coherence 

070718-080720 
Bperp  = 173 m 
Btemp = 1 yr 

070115-110126 
Bperp  = 1376 m 
Btemp = 4 yr 



1. Network and coherence matrix 

•  Coherence decrease as temporal 
baseline increase 

2010-03-10 



1. Network and coherence matrix 

•  Coherence decrease as temporal 
baseline increase 

•  Use calculated total coherence 
directly instead of predicting 
coherence from critical temporal 
and perpendicular baseline: 

structures and that deformed at variable rates during the
time interval analyzed. Hole et al. [2006] also applied a
variation of this method to the Taupo volcanic zone, New
Zealand. In this paper, we report on significant improve-
ments to the method which increase the accuracy of the
estimated displacements and also make it applicable in
areas with widely varying deformation gradients. We first
describe in detail our method, StaMPS (Stanford Method
for PS), for identifying PS pixels and estimating their
displacements. We then apply StaMPS to SAR data acquired
over Volcán Alcedo and model the source of the deformation
seen in the resulting PS interferograms.
[9] There are four parts to StaMPS, each discussed in

detail in sections 2–5:
[10] 1. For interferogram formation (section 2), there are

aspects of interferogram formation for PS processing that
differ to conventional interferogram formation. We summa-
rize all the steps involved and describe the differences in
detail. We also discuss the error terms associated with the
processing.
[11] 2. For phase stability estimation (section 3), we make

an initial selection of candidate pixels based on analysis of
amplitude and then use phase analysis to estimate the phase
stability of these pixels in an iterative process. Finally, there
is an optional step to estimate the phase stability of those
pixels that were initially rejected based on their amplitude
characteristics.

[12] 3. For PS selection (section 4), we estimate for each
pixel the probability it is a PS pixel based on a combination
of amplitude and estimated phase stability. We then use the
estimated probabilities to select PS pixels, rejecting those
that appear to be persistent only in certain interferograms
and those that appear to be dominated by scatterers in
adjacent PS pixels.
[13] 4. For displacement estimation (section 5), once

selected, we isolate the signal due to deformation in the
PS pixels. This involves unwrapping the phase values and
subtracting estimates of various nuisance terms.

2. Interferogram Formation

[14] For PS systems relying on a functional temporal
model to select PS pixels, typically at least 25 interfero-
grams are required to obtain reliable results [Colesanti et al.,
2003a]. Using StaMPS, however, fewer interferograms are
required. We find that 12 interferograms are usually suffi-
cient to identify a network of PS pixels and, in one case at
least, have even been able to identify PS pixels using just
four interferograms. The limiting factor is the accuracy in
estimation of the look angle error (equation (18)), which is
aided by good digital elevation model (DEM) accuracy and
high SNR. The accuracy of the estimated look angle error
and hence the estimated deformation signal improves as the
number of interferograms increases, so it is desirable to use
as many images as possible.
[15] It is possible to carry out PS analysis jointly on data

acquired by sensors with different carrier frequencies, for
example, data acquired by the ERS and ENVISAT satel-
lites [e.g., Adam et al., 2005; Arnaud et al., 2004; Arrigoni
et al., 2004]. However, the number of PS pixels is reduced
as only pixels dominated by the most point-like scatterers
remain correlated at different frequencies. Because PS
pixels in nonurban terrains tend to be less point-like in
their scattering characteristics, we only consider here
interferometry between images acquired by sensors with
the same carrier frequency to maximize the number of PS
pixels identified.
[16] There are several aspects of interferogram formation

for StaMPS that differ from conventional InSAR process-
ing, which we describe below, together with a discussion of
the error terms that arise in interferometric processing.

2.1. Decorrelation and Choice of Master Image

[17] Suppose we form N single-look interferograms from
N + 1 images acquired at different times, all with respect to
one master image. We choose as the master, the image that
minimizes the sum decorrelation, i.e., maximizes the sum
correlation, of all the interferograms. The correlation is a
product of four terms, dependent on time interval (T),
perpendicular baseline (B?, see Figure 3) difference in
Doppler centroid (FDC) and thermal noise [Zebker and
Villasenor, 1992]. A simple model for the total correlation,
rtotal, is

rtotal ¼ rtemporalrspatialrdopplerrthermal
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Figure 3. Imaging geometry for satellite radar interfero-
metry. The sensor is moving into the plane of the paper, its
position at the time of the master acquisition marked by m
and at the time of the slave acquisition by s. B is the baseline
distance between the sensor positions at the two times, with
B? being the perpendicular component of B, r is the range
from the sensor to the Earth’s surface, w is the angle
between the baseline vector and the horizontal, q is the look
angle and qi is the angle of incidence at the Earth’s surface.
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(Amelung et al., 2000) 

1. Network: Small baselines 

ϒ 

•  Temporal coherence ϒ  (Tizzani et al., 2007) 
    - index of reliable network inversion 

•  mask based on ϒ: ϒ ≥ 0.7 

Sierra Negra 
! = exp [!(!!! − !!!)]!

!!!
!  	

where,!       − number of interferograms	
!!!  and !!! − original and "reconstructed" interferograms 	
                                



(Amelung et al., 2000) 

1. Network: Small baselines 

ϒ ≥ 0.7 

Sierra Negra 

•  Temporal coherence ϒ  
    - index of reliable network inversion 

•  mask based on ϒ: ϒ ≥ 0.7 



1. Network: Coherence-based 

ϒ ≥ 0.7 

(Amelung et al., 2000) 

Sierra Negra 

•  Temporal coherence ϒ  
    - index of reliable network inversion 

•  mask based on ϒ: ϒ ≥ 0.7 



1. Network: Comparison 

Coherence 
-based 

Pruning/ 
Small  
Baseline 

•  Improved network inversion / temporal coherence 
    à higher spatial coverage 

Temporal Coherence            Mask 



1. Network: Coherence-based + MST 

Minimum Spanning Tree  
à ensure fully connected network 

à Over-determined system 
à Un-biased network inversion 



Galápagos: Time series result 

InSAR processor: ROI_PAC 

Sierra Negra 

Cerro Azul 

Alcedo 

2008 Dike Intrusion @ Cerro Azul 

Red dot: exclude dates 

~60 cm 



Outline 

Coherence-based network 

Phase corrections 



2. Phase correction tools 

•  Tropospheric delay correction: 
-  Weather re-analysis models using PyAPS supporting ERA-Interim, 

MERRA, NARR datasets (Dee et al., 2011; Jolivet et al., 2011) 
-  Height-correlation (Doin et al., 2009) 
-  Joint inversion of baseline error and stratified tropospheric delay 

(Jo et al., 2010) 

•  Imaging geometric errors correction: 
-  DEM error correction in time series domain (Fattahi and Amelung, 

2013) 
-  Local oscilattor drift correction for Envisat (Marinkovic and 

Larsen, 2013) 

•  Ramp removal for localized, short wavelength deformation 
-  Optimal selection of reference date 

!! = !!"#,! + !!"#,! + !!"#",!! + !!"#,!! + !!!"#$,!, ! = 0, 1,… ,! 



2. Order of phase correction 

•  Based on the dependency & reliability of each 
method: 

• ERA-Interim à DEM error (à deramping) 

• DEM error à height-correlated tropo (à deramping) 



Data location 

Helsinki 

Galápagos  

•  CSK ascending track 6 
•  2014.08 - 2016.10, 44 scenes 

@ Cotopaxi Volcano, Ecuador 

Cotopaxi 

(Morales-Rivera et al., 
 2017, in Review) 

	
Figure	2.	InSAR	LOS	velocity	field	of	Kyushu,	SW	Japan	from	4	ascending	track	of	
ALOS	data	(e)	on	the	left	and	all	available	ALOS	and	JERS	data	for	all	active	
volcanoes	on	the	right	(Yunjun	et	al.,	in	prep).	
	

	
Figure	3.	InSAR	LOS	displacement	of	Cotopaxi	volcano,	Ecuador	from	ascending	(a,	b	
and	c)	and	descending	(d,	e	and	f)	track	of	Cosmo-SkyMed	data	(Morales-Rivera	et	
al.,	in	prep).	
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Velocity: 2014 Aug - 2016 Oct 

Highly non-linear deformation @ Cotopaxi 

No temporal model or temporal filtering applied à  
Reserve highly non-linear deformations are well reserved. 

Red dot: exclude dates 



  

Highly non-linear deformation @ Cotopaxi 

No temporal model or temporal filtering applied à  
Reserve highly non-linear deformations are well reserved. 

Red dot: exclude dates 

Velocity: 2015 Aug - 2016 Oct 



2.3 Optimal reference date: Tropo + Topo 



2.3 Tropo + Topo - Def + Ramp 

Phase residual 



2.3 Optimal selection of reference date 

Phase Residual RMS Unmodeled components: 
•  tropospheric residual 
•  high frequency 

ionosphere 
•  unmodeled ground 

deformation 

•  Used only for optimal 
reference date 
selection and outlier 
detection. 



2.3 Reference date sometimes matters! 

•  Default reference date - 1st date 

Galápagos  
•  ALOS ascending 
•   track 423 
•  2007.06 - 2010.12 
•  22 scenes 

Cotopaxi 

Kyushu 

•  It won't affect the linear 
velocity estimation 

It helps when: 
 

1.  If interested in 
localized, short 
wavelength 
deformation signal, 
where deramping is 
needed 

2.  If first date is 
contaminated by 
severe atm turbulence 



2.3 Reference date sometimes matters! 

•  Default reference date - 1st date 

•  Optimal reference date 



Code on Github, it's open-source! 

https://yunjunz.github.io/PySAR/ 



PySAR reads ROI_PAC, ISCE and Gamma 

•  InSAR processor: ISCE 
•  Sequential network 

•  Coherence increase since the end 
of 2016 - the 6 days S1A and S1B 
pairs. 

•  Sentinel-1 A/B TOPS, descending track  
•  2014 Oct - 2017 Feb, 78 scenes 



Looking forward to S1 and future missions 

•  Well controlled small tubes and regular acquisitions 
 à simple network like sequential works fine 

•  Less geometric error effect 

•  More effort should be put into the improvement of 
tropospheric and ionospheric correction. 



Velocity uncertainty due to troposphere 

(Fattahi & Amelung, 2015, 2016) 

3. InSAR Data and Processing Approach

We use ~2004 to ~2011 ascending Envisat advanced synthetic aperture radar (ASAR) data from tracks 70, 299,
27, 256, 485, 213, and 442 (beam IS6) and descending ASAR data from track 134 (beam IS2). We generate zero
Doppler single look complex images using the synthetic aperture radar (SAR) Processor from Gamma Remote
Sensing, except for autofocus and azimuth compression, for which we use the pseudo inverse Fourier
transform instead of regular range-doppler focusing (Hyung-Sup Jung, personal communication, 2012). For
each track, we obtain small spatial baseline interferograms with perpendicular baselines less than 200m
using the JPL/Caltech ROI_PAC software (see Figures S5 and S6 in the supporting information for the
networks of interferograms). We use the DORIS orbits and the 3 arc sec SRTM digital elevation model, inter-
polated to 1 arc sec spacing, to simulate and remove the phase due to the topography and earth curvature
from each interferogram. We take 8 looks in range and 40 looks in azimuth direction and filter the interfero-
grams using a Goldstein filter. We coregister the multilooked and filtered interferograms to a master SAR
image. We unwrap the coregistered interferograms using Snaphu [Chen and Zebker, 2001], evaluate the
phase consistency for triplets of interferograms, and correct for phase-unwrapping errors using the approach
of Fattahi [2015].

We then invert the network of interferograms to obtain the phase history at each epoch relative to the first
acquisition [Berardino et al., 2002]. We use connected networks of interferograms (Figures S5 and S6) so that a
bias can only be caused by phase inconsistencies, e.g., due to filtering [Agram and Simons, 2015], phase dec-
orrelation, and/or phase-unwrapping errors. To ensure unbiased estimation of the phase history, we evaluate

Figure 1. (a) Western India plate boundary zone and (b) InSAR LOS velocity field obtained from seven ascending tracks of
Envisat ASAR data. Black rectangle in Figure 1a: location of Figure 1b; dashed lines in Figure 1b: transects. GF: Ghazaband
Fault, HF: Hoshab Fault, PF: Panjgur Fault, SF: Siahan Fault, ONF: Ornach Nal Fault. The focal mechanisms are from the Global
CMT catalog. The relative motion between India and Eurasia is for Sukkur Pakistan (27.69°N, 68.84°E) using International
Terrestrial Reference Frame 2008. The relative motion between the Helmand block and Eurasia is small to negligible24. The
inconsistencies between adjacent tracks at 26°N–27°N are the result of a bias due to the residual tropospheric delay caused
by the inaccuracy of the atmospheric model.

Geophysical Research Letters 10.1002/2016GL070121

FATTAHI AND AMELUNG STRAIN ACCUMULATION AT CHAMAN FAULT 8400

4. Application to the Western India Plate Boundary Zone

We evaluate the atmospheric contribution to the uncertainty of InSAR displacement and velocity mea-
surements using MODIS wet delay observations and delays from numerical weather prediction models.
We evaluate the uncertainties both before and after stratified tropospheric delay correction for the
western India plate boundary zone (Figure 1). Our wet delay truth consists of daily 2002–2011 precipita-
ble water vapor observations by MODIS (precipitable water vapor (PWV) products). More than 75% of all
the pixels have at least 2500 cloud-free acquisitions (see Figure S1 in the supporting information for a
map of the number of cloud-free acquisitions). We use the ERA-I model to calculate the daily stratified
tropospheric wet delay at 6:00 A.M. UTC (11:00 A.M. local time), which is the model output time closest

Figure 1. Western India plate boundary in Afghanistan and Pakistan. The black dashed box shows the region of Figures 4, 5,
and 6. The solid boxes show the footprint of ascending Envisat tracks across the Chaman Fault system, the boundary
between India and Eurasia.

Journal of Geophysical Research: Solid Earth 10.1002/2015JB012419
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Conclusion 

•  Use coherence-based network to increase spatial coverage of 
InSAR measurement. 

•  Apply phase correction in time series domain rather than 
interferograms domain. 

•  Propose an optimal reference date selection methos, based on 
minimum phase residual RMS; and prelimenary outlier detection. 

•  Provide InSAR uncertainty due to stochastic tropospheric delay. 


