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Materials and Methods 
Slowness-Enhanced Back-Projection 
The Back-Projection (BP) method images earthquake rupture propagation using seismograms 
recorded by large-aperture arrays with dense station coverage (76, 77, 78). This study 
employed the Slowness-Enhanced Back-Projection (SEBP) method, following the approach 
developed by (7, 79). Compared to standard BP, SEBP provided a more accurate reconstruction 
of the rupture process. For the Mandalay earthquake, the Alaska (AK), Australia (AU), and 
Europe (EU) arrays, located at teleseismic distances (30°–90°), were well-suited for SEBP 
analysis. We collected vertical-component broadband seismograms (BHZ) from 176 AK 
stations, 349 EU stations, and 151 AU stations. Each array’s waveforms were first 
automatically aligned according to the P-wave travel times from the hypocenter to stations 
predicted by a 1D Earth model. Residual travel time errors were then manually corrected to 
ensure the first P arrival corresponded to the hypocenter. In the BP process, the aligned 
waveforms were band-pass filtered to 0.5–2 Hz, optimizing the balance between resolution 
and signal-to-noise ratio. The filtered waveforms were then analyzed using the MUSIC BP 
algorithm (7, 78) to resolve the spatiotemporal evolution of high-frequency (HF) radiators 
during the mainshock. 

The alignment described above accounted for travel time errors caused by deviations of Earth's 
3D structure from the simplified 1D Earth model. However, this correction was only valid for 
the wave path between the hypocenter and the stations. Given that the Mandalay earthquake 
ruptured over 500 km along the Sagaing Fault, the wave propagation path changed 
significantly as the rupture extended away from the hypocenter, reducing the effectiveness of 
the initial alignment. To accurately correct travel time errors across the entire source 
region, our SEBP method incorporated 5 to 8 aftershocks distributed along the Sagaing Fault 
(table S4) to derive additional slowness correction terms for the three arrays (figs. S1, S3, and 
S5). These corrections were then applied to the mainshock BP results to ensure more 
accurate travel time calibration. After applying the slowness calibrations, the root mean 
square (RMS) distance between BP-inferred aftershock locations and those in the National 
Earthquake Information Center (NEIC) catalog decreased from ~20 km to ~10 km (table 
S4). We further verified the effectiveness of the slowness calibration by applying the derived 
correction terms to 3–4 aftershocks not used in the 
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derivation process (table S5). The spatial mislocations for these aftershocks were also 
significantly reduced (figs. S7–S9). These reductions indicate that the BP analysis is less affected 
by travel time errors, resulting in a more accurate depiction of the rupture process (Figs. 1 and 
S1-S6). 
 
In the BP results from the EU array, several HF radiators in the northern branch extended beyond 
the mapped fault traces, reaching as far as 23.5°N (fig. S5a). At this latitude, no corresponding 
radiators were observed in the AU array (fig. S3a), and only weak signals appeared in the AK 
array (fig. S1a). This discrepancy likely arises from the different azimuths of the arrays: EU is 
located northwest of the epicenter, AK to the northeast, and AU to the southeast. We propose that 
these northern radiators may correspond to a coseismically triggered, small-magnitude event that 
did not produce surface rupture but emitted high-frequency radiation, similar to those observed 
in the 2011 Tohoku and 2023 Turkey earthquakes (80, 17). To focus on main coseismic features 
consistently resolved across all arrays and supported by the finite fault inversion results, we 
excluded radiators north of the epicenter that appeared after 40 seconds in the mainshock BP 
image. After this adjustment, the distribution of BP radiators became more consistent across the 
three arrays (Figs. 1 and S1-S6) and aligned well with both the surface rupture traces (Fig. 1) and 
the joint FFI model. We note that including those northern radiators into the rupture speed 
estimation increases the inferred speed but still yields a subshear value (2.48 km/s; fig. S33). 
 
The final BP radiators’ spatial distribution is depicted in Fig. 1A and figs. S1-S6. To obtain the 
rupture speeds shown in Fig. 1C, we calculated the BP radiators’ along-fault distances while 
accounting for the strike changes in the fault model of Fig. 2C. The calculations are as follows: 
 
For BP radiators inside segment 1: 
Along-fault distance = epicenter distance * cos[radiator’s azimuth (relative to the epicenter) - 
segment 1 azimuth]. 
 
For BP radiators inside segment 2: 
Along-fault distance = distance to the north edge of segment 2 * cos[radiator’s azimuth 
(relative to the north edge of segment 2) - segment 2 azimuth] + the south edge of segment 1’s 
epicenter distance. 
 
For BP radiators inside segment 3: 
Along-fault distance = distance to the north edge of segment 3 * cos[radiator’s azimuth 
(relative to the north edge of segment 3) - segment 3 azimuth] + the south edge of segment 1’s 
epicenter distance + segment 2’ length. 
 
In Fig. 1C, we used positive values to indicate distances to the north and negative values to the 
south. To determine the rupture speed, we merged BP radiators from all arrays into one file, 
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calculated all radiators’ along-fault distances, and identified the leading radiators (the radiators 
with the furthest along-fault distance at each time) for the north branch and the south branch. The 
linearly-fitted rupture speeds are 0.9 km/s for the north branch and 5.0 km/s for the south branch, 
respectively. 
 
 
Joint Finite Fault Inversion 
The joint Finite Fault Inversion (FFI) integrated multiple seismic and geodetic datasets to 
constrain slip amplitude and distribution, slip rate, rake angles, and rupture progression along the 
fault. This study adopted the joint FFI method developed by (8, 9, 81). The seismic dataset 
included recordings from one near-fault station (GE.NPW) along the Sagaing Fault and four 
regional stations (IU.CHTO, MM.KTN, MM.YGN, MM.NGU; fig. S22), all of which recorded 
three-component accelerations (vertical-Z, radial-R, transverse-T). These recordings were 
bandpass filtered to 0.01–0.15 Hz, integrated into velocity seismograms, and incorporated into 
the inversion (fig. S21). Additionally, the inversion dataset comprised 20 broadband teleseismic 
P waves (bandpass filtered to 2–333 s; figs. S17-S18), 24 broadband teleseismic S waves 
(bandpass filtered to 2–333 s; figs. S17-S18), 20 long-period teleseismic Rayleigh waves 
(bandpass filtered to 166–250 s; figs. S19-S20), and 21 long-period teleseismic Love waves 
(bandpass filtered to 166–250 s; figs. S19-S20). The geodetic dataset included static ground 
displacements derived from Sentinel-1, Sentinel-2, ALOS-2, and LuTan-1 satellite images (figs. 
S14-S16; see SAR Data Processing for further details). 
 
The seismic data were transformed into wavelet domains, enabling simultaneous resolution of 
high- and low-frequency characteristics while preserving time-domain information (8, 65). 
Misfits for static ground deformation were calculated using the L2 norm, with weighted 
sum-squared residuals quantifying differences between observed and synthetic data. The 
weighting was inversely proportional to the standard deviation at each data point. Fault surface 
traces were identified from SAR images (Fig. 2B-C), and the rupture was modeled using three 
sub-vertical fault planes (segments S1–S3 in Fig. 2C). We initially assigned a uniform dip angle 
to all three fault segments and assessed how the misfits in both seismic and geodetic datasets 
varied as a function of dip (fig. S34). Upon inspecting the teleseismic P waveforms, we found 
that the small initial pulses could only be adequately reproduced using a relatively shallow 
dipping fault (e.g., dip = 65°; fig. S35). In contrast, the ground deformation near the southern 
branch was better matched by a steeper dipping fault (fig. S36). Based on the combined analysis 
of waveform fits and the misfit-versus-dip angle curves (fig. S34), we determined the optimal dip 
angles to be 65° for segments S1 and S2, and 80° for segment S3. The fault planes were 
parameterized with 60 subfaults along strike and 15 along dip, with a subfault size of 10 km × 2 
km. Laplacian smoothing constraints were applied to fault slip and perturbations in rupture 
initiation time across subfaults. The hypocenter was set at 21.996°N, 96.026°E, at a depth of 10.0 
km, based on the Preliminary Determination of Epicenters by the National Earthquake 
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Information Center and the surface rupture trace. The rupture velocity was allowed to vary 
between 1.00 km/s and 6.00 km/s, with a reference speed of 5.1 km/s. The rake angle was 
constrained within ±40° of the reference value of 175.44°, as provided by the Global Centroid 
Moment Tensor Catalog. Green’s functions for local strong motion waveforms and static 
displacements were computed using the f-k integration approach (82) and the 1-D velocity 
models. We utilized the shear wave velocity (Vs) models adapted from (5), and estimated the 
P-wave velocity and rock density using empirical relationships from (83, 84). For this 
earthquake, the fault lies beneath a sedimentary basin, while two regional strong-motion stations 
(CHTO and KTN) are located in a mountainous region (fig. S22). Given the high Vs 
characteristic of the mountainous terrain (5), we computed the Green’s functions for these two 
stations using a high-Vs model (fig. S10b and table S1b). Green's functions for all other 
strong-motion recordings, teleseismic broadband body waves, and static displacements were 
calculated using the Vs model presented in fig. S10a and table S1a. 
 
To assess the influence of random seed selection in our simulated annealing inversions and to 
explore uncertainties arising from multiple optimal solutions within the model space, we 
performed 10 FFIs for the mainshock, each initialized with a different random seed. All 10 
inversions yielded similar results, with negligible standard deviation in objective function values 
(~0.9% of the average). The mean coseismic slip distribution and the associated standard 
deviation are shown in fig. S23. Most regions on the fault exhibit minimal variability, except for 
certain patches on segment 3. Given that all 10 models are plausible, we selected the one with 
the lowest objective function value as our preferred solution and presented its slip distribution in 
Fig. 2. 
 
 
Synthetic Back-Projection 
In the SEBP results, the overall supershear rupture speed along the southern branch was 
consistently confirmed by all three arrays (Fig. 2 and S1b-S6b). However, some small-scale 
array-dependent variations were observed. For instance, the EU array exhibited apparent 
back-propagations at ~45 and ~65 s, while scattered HF radiators appeared in the AU array’s 
results between 60–100 s. As shown in our previous observation and simulation study (13), BP 
may not accurately recover bilateral rupture branches during the early stages when the separation 
between branches is insufficient and the signal interference is significant. Moreover, some 
instances of apparent back-propagation or stagnation could be artifacts (26). To further 
investigate this, we performed BP on synthetic waveforms generated by summing slip-rate 
contributions from each subfault and convolving them with the empirical Green’s function 
(EGF). The EGF used was a Mw 5.9 event located in the source region (EGF 1 in table S2). We 
adopted the fault geometry and slip distribution from the joint inversion model (Fig. 2C), with 
rupture speeds set at 1 km/s for the northern branch and 5 km/s for the southern branch (figs. 
S11a and S12a). The slip-rate function followed the Yoffe analytical function (85, 86). 
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The synthetic BP results (figs. S11-S12) demonstrated that despite a continuous southern rupture 
in the input model, the HF radiators before 40 s were obscured or distorted in the AU and EU 
arrays due to interference from the northern rupture. Apparent back-propagations also emerged 
in these arrays’ synthetic results. For the AK array, the southward HF radiators appeared 
continuous, but their locations before 40 s were offset. Nevertheless, when identifying the 
leading radiators—those with the greatest epicentral distance at each time—the inferred rupture 
speeds for the entire process were generally consistent across arrays (fig. S12). For the southern 
branch, the BP-inferred speeds from the AK, AU, and EU arrays were 4.0 km/s, 4.5 km/s, and 
4.6 km/s, respectively. The AK array exhibited the most underestimation, while the EU array 
provided the most accurate recovery. This underestimation likely results from coda waves 
emitted by each sub-source, which exhibit gradually decreasing coherence over 5–10 seconds 
(87). Despite their decay, residual coherence during this window can bias BP source localization. 
Since BP uses a moving window—typically spanning several cycles of the dominant frequency 
(e.g., 10 s for the 0.5–2 Hz band)—the imaged source location reflects a spatial average of direct 
and coda energy. This averaging can cause apparent source positions to lag behind the true 
rupture front, artificially lowering the inferred rupture speed. The lag trend is consistent with the 
SEBP results (figs. S2b, S4b, and S6b), where the inferred speeds were 4.8 km/s, 4.9 km/s, and 
5.0 km/s for AK, AU, and EU, respectively. These synthetic tests suggest that the EU array 
yields the most reliable results for the southern branch and confirm its supershear nature, while 
also implying the actual speed could slightly exceed 5.0 km/s. For the northern branch, the 
BP-inferred speeds from all three arrays were ~0.7 km/s—lower than the input value of 
1 km/s—yet still confirming its subshear character. We also plotted the MUSIC 
Pseudo-Spectrum (MPS) in fig. S13. This figure was generated by extracting MPS profiles along 
the fault from all time steps of Movies S1–S3 and ordering them chronologically. The MPS 
derived from the synthetic BP results closely matches that from the real BP (fig. S13), supporting 
the validity of our synthetic BP tests. 
 
It is also worth noting that in the early stage of the synthetic BP results (e.g., before 10 or 20 s), 
both the southern rupture distance and speed were underestimated (fig. S12). This suggests that if 
supershear rupture is observed during this early stage—such as the ones identified by the EU and 
AK arrays in actual observations (red diamonds in the first 5 s in fig. S6b and at ~30 s in fig. 
S2b)—it is highly likely to be genuine. This supports our conclusion that the Mandalay 
earthquake was a long supershear rupture with an early transition, further corroborated by 
evidence from finite fault inversion, Mach wave patterns, and GE.NPW station’s recordings. 
 
 
Far-Field Mach Wave Searching 
Vallée & Dunham (21) demonstrated that when a rupture propagates faster than the Rayleigh and 
Love wave speeds, it generates far-field surface wave Mach cones, within which surface waves 
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from all sections of the supershear rupture arrive simultaneously and interfere constructively. 
Theoretically, within the Mach cone, bandpassed surface wave seismograms from a large 
supershear rupture should be identical or highly similar to those from much smaller events with 
similar focal mechanisms (hereinafter referred to as empirical Green’s functions, EGFs). 
Moreover, the amplitude of observed waveforms from the supershear rupture and the EGF 
should scale approximately with the ratio of their seismic moments. Since Rayleigh and Love 
wave speeds are close to the shear wave speed (VRayleigh ≈ 0.92Vs), Mach waves and Mach cones 
are also considered distinctive features of supershear ruptures. 
 
In this study, the similarities between waveforms are quantitatively measured by standard 
cross-correlation coefficients (CCs):  
 

                                       (1) 
 
, where U and u are the main-shock and EGF event Rayleigh displacement waveforms, 
respectively. We use θ to denote the angle between the rupture direction and the source-station 
azimuth. Theory predicts Mach cones at θM:  
 

                                                                  (2) 
 
, where VRayleigh is the Rayleigh wave speed and Vr is the rupture speed. The Mach angle θM is 
therefore positively related to Vr. For the rupture with a speed of VRayleigh, the Mach cone appears 
in the frontal direction of the rupture with θM=0. When Vr increased to 1.5VRayleigh (1.38Vs), θM 
increases to 49°.  
 
One potential complication arises from the fact that the Mach wave theory is based on unilateral 
rupture models, while the 2025 Mandalay earthquake exhibited bilateral rupture. However, 
synthetic tests from our prior work on the 2023 Türkiye earthquake (17) demonstrated that for 
bilateral ruptures, surface waves radiated from the distal rupture branch do not stack 
constructively at stations located in the proximal direction. Therefore, in the Mandalay 
earthquake, the northern subshear rupture should have minimal influence on Mach waves 
recorded at stations south of the epicenter. We collected 76 vertical-component broadband 
seismic recordings (BHZ) from the IU, II, and AU seismic networks. To satisfy the far-field 
assumption (21) and avoid waveform simplicity due to small epicentral distances, all selected 
stations were located beyond 20° (>2200 km). To minimize the effects of surface wave 
dispersion, seismograms were bandpass filtered to 15–25 s. This period range is shorter than the 
mainshock duration but longer than the EGF duration, preserving the point-source characteristics 
of the EGF event while maintaining the finite-source effects of the mainshock rupture. In actual 
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observations, due to surface wave dispersion and source directivity, highly similar waveforms are 
observed within an azimuthal range around θM. To account for potential travel time errors caused 
by 3D path effects, we manually picked the Rayleigh wave envelopes for both the mainshock 
and EGF. CCs were then computed within a 200–300 s window to capture the full envelope of 
Rayleigh waveforms (Fig. 4C). 
 
 
SAR Data Processing 
We use four pairs of Copernicus Sentinel-1A SAR images (from ascending tracks 70 and 143 
and descending tracks 33 and 106; fig. S14a-h), one pair of LuTan-1 SAR images (ascending 
track 52; fig. S14i-j), two pairs of ALOS-2 ScanSAR images (ascending track 152 and 
descending track 41; fig. S14k-l), and two pairs of Sentinel-2 optical images (fig. S14m-n) to 
derive static ground displacements. Detailed data information is summarized in table S6. For 
Sentinel-1 SAR images, we apply speckle tracking using ISCE-2 (88) to measure the surface 
deformation in the range direction (radar line-of-sight direction) and azimuth direction 
(along-track direction). More specifically, we use the “topsApp.py” (89) to perform geometric 
coregistration on the two scenes of Single Look Complex (SLC) images, and refine the azimuth 
mis-registration through the enhanced spectral diversity technique (90). For the speckle tracking, 
we first oversample the SLC by a factor of 2, then use a relatively large cross-correlation window 
of 256 by 128 pixels in the range and azimuth directions (about 1170 by 1800 m on the ground) 
and an inter-window step size of 64 by 32 pixels, respectively; next we oversample the 
cross-correlation surface by a factor of 32 to derive the sub-pixel-accuracy displacement and 
apply a median filter using a window size of 5 pixels (about 1.5 by 2.2 km on the ground) to 
reduce the estimation noise. We masked out noisy pixels with the following criteria: 1) in the 
water; 2) offset standard deviation (STD) ≥ 0.5 and 1.5 m in the range and azimuth directions, 
respectively; 3) offset signal-to-noise ratio (SNR) ≥ 5 and 3 in the range and azimuth directions, 
respectively. Due to the significant ionospheric influence in this region as observed previously 
(91, 92) and in the wrapped interferograms (fig. S37), we estimate linear or quadratic ramps 
using the far-field observation and subtract them from all pixels: we remove a quadratic ramp 
along the azimuth direction for Sentinel-1 ascending track 70 range offset, a linear ramp along 
the azimuth direction for Sentinel-1 ascending track 143 range offset, a linear ramp along both 
range and azimuth directions for Sentinel-1 ascending track 143 azimuth offset, and none for the 
rest. Finally, we geocode all offsets to a grid with a size of 0.00277778° (~300 m) in latitude and 
longitude. 
 
For LuTan-1 (93) SAR images, we use a modified version of the “stripmapApp.py” (94) from 
ISCE-2 to coregister SLC images using precise orbits and Copernicus DEM. The configuration 
of speckle tracking is the same as Sentinel-1 data, except that the cross-correlation window size 
is 64 by 64 (about 107 by 91 m on the ground), and the inter-window step size is 32 by 32, in 
both range and azimuth directions. We masked out noisy pixels with the following criteria: 1) in 
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the water; 2) offset standard deviation (STD) ≥ 0.4 and 0.25 m in the range and azimuth 
directions, respectively; 3) offset signal-to-noise ratio (SNR) ≥ 5 and 8 in the range and azimuth 
directions, respectively. Due to the larger sensitivity of the L-band LuTan-1 compared to the 
C-band Sentinel-1 (91), we observed even stronger ionospheric effects (fig. S38), therefore, we 
remove a linear ramp along the azimuth direction for LuTan-1 ascending track 52 range offset 
and a linear ramp along the range direction and cubic ramp along the azimuth direction for 
LuTan-1 ascending track 52 azimuth offset. 
 
For ALOS-2 SAR images, we apply InSAR for deformation in the slant range direction using the 
“alos2App.py” (95) from ISCE-2. We use the Copernicus DEM, multilook the interferogram by 
5 and 28 looks in range and azimuth directions, respectively, then apply the Goldstein filter with 
a strength of 0.8, and unwrap the interferogram using the minimum cost flow method (96) with 
near-fault pixels masked out using the surface rupture traces from Sentinel-1 speckle tracking. 
We correct for ionospheric delay using the range split-spectrum technique (97), for tropospheric 
delay using the ERA5 global atmospheric model (98) via PyAPS (99), and for solid Earth tides 
following the 2010 IERS convention (100) via PySolid (91) (fig. S39).  
 
For Sentinel-2 optical images, we utilize the preliminary cross-correlation displacement product 
from USGS directly (101), which has a grid resolution of 0.000728597° (~80 m) and was 
generated using the COSI-Corr software (102). Considering the non-physical ramp in both the 
east-west and north-south directions, we estimate a quadratic ramp from the far-field observation 
and remove it from all pixels for each of the four displacement observations (fig. S40). We also 
manually shift 6 pixels to the west for the 20250325-20250330 and 20250327-20250401 pair, 
respectively, to fix their geolocation inconsistency with the SAR speckle tracking result, since 
SAR satellite imagery usually has much higher geolocation accuracy (91). Due to the noisy 
artefacts observed in the east-west displacement (fig. S40), we use the north-south displacement 
only in the analysis afterward, including both the three-dimensional displacement estimation and 
joint finite fault inversion. 
 
We combine all the above-mentioned displacement observations to derive the three-dimensional 
co-seismic deformation, including 4 range offsets and 4 azimuth offsets from Sentinel-1, 1 range 
offset and 1 azimuth offset from LuTan-1, 2 range offsets from ALOS-2, and 2 north-south 
offsets from Sentinel-2, following the methods of (103, 104), as implemented in the MintPy 
software (105). We used a weighted method (17) to balance the different uncertainties among the 
different datasets and propagated the uncertainties to the east, north, and up components of each 
pixel. More specifically, we used the pixel-wise speckle tracking STD for Sentinel-1 and 
LuTan-1, and used a fixed value of 0.05 m and 0.8 m as the STD for ALOS-2 interferograms and 
Sentinel-2 dense offsets. The estimated east, north, and up components were masked using STD 
thresholds of 0.4 m, 0.8 m, and 0.3 m, respectively (fig. S32). 
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Seismic Impact Assessment Using Damage Proxy Map 
We use the interferometric coherence to quantitatively analyze changes in surface reflection 
characteristics before and after the earthquake (106). We collect the Sentinel-1A descending 
images, including acquisitions before and after the earthquake. We use the “topsApp.py” (89) 
from the ISCE-2 software (88) to coregister the SLC images, form the interferogram, and 
estimate the coherence via the Cramer-Rao bound relationship as formula (3) : 

                                      (3) 
 
where N denotes the estimation window size. This equation translates the phase standard 
deviation  to coherence. Using this procedure, we generate the preseismic and coseismic 
coherence  and  using a pre-/pre-seismic image pair and a pre-/post-seismic image pair, 
respectively, then normalize their difference as below to produce the  (fig. S25b) in 
formula (4): 
 

                           (4) 
 
To extract anomalous features from the DPM, we apply a minimum threshold of  (  and µ

 denote the mean and standard deviation) to identify high-value areas (fig. S25a) (19). The core σ
mechanism is that surface ruptures, fault slips, and secondary hazards triggered by seismic waves 
alter the scattering properties of surface materials, resulting in high coherence loss areas in the 
DPM. In Mandalay’s city center near the fault, clusters of high DPM values align with observed 
structural damage, liquefaction, and surface rupture, as confirmed by Jilin-1 optical imagery (fig. 
S26a–b). Coherence time series further show a sharp drop during the earthquake and gradual 
recovery afterward, demonstrating the interpretability of DPM as a seismic damage proxy (fig. 
S26c). 
 
The Causal Bayesian Network is employed to estimate the probabilities of seismic multi-hazards, 
including landslides, liquefaction, and building damage, by modeling the causal relationships 
among these hazards. Detailed workflow, equations, and algorithms are described in (20). In the 
network, each node represents a random variable (e.g., landslide, liquefaction), and edges 
represent causal dependencies. For example, ground shaking affects both liquefaction and 
landslides, which in turn contribute to building damage. The model integrates DPM with prior 
geospatial hazard models and building footprint data (obtained from OpenStreetMap) to improve 
prediction accuracy. The input data DPM and USGS hazard models (71; fig. S27a) are fed into 
the Bayesian network, which then produces refined probability estimates for multiple hazards 
(fig. S27b), including building damage in densely populated areas (fig. S28), as well as 
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landslides and liquefaction. Using variational Bayesian inference, the model estimates the 
posterior probabilities of unobserved variables, generating high-resolution hazard probability 
maps that support disaster response and recovery. 
 
 
Energy Ratio Analysis 
In our discussion, we analyzed the evolution of the energy ratio using the following logic and 
equations. The elastic energy release rate on long faults, G0, has been theoretically derived and 
numerically validated as G0= CμD²/W, where C is a geometric factor of order unity, μ is the shear 
modulus, D is the final slip, and W is the rupture width (56, 107, 108). Meanwhile, the fracture 
energy Gc has been proposed based on theoretical considerations (109, 110) as a function of final 
slip D through the scaling relation Gc ~ B*Dn, where the coefficients B and n can be constrained 
based on the data obtained by dynamic earthquake modeling (111, 112, 113), laboratory 
experiments (114), and seismological approaches such as kinematic inversions (115). 
Scale-independent Gc corresponds to n=0 (e.g., linear slip-weakening), while scale-dependent Gc 
corresponds to n>0 (e.g., rate-and-state friction). The coefficient n reflects distinct mechanisms 
of fault friction: n=1 for off-fault inelastic dissipation (116, 117), n=2/3 for thermal 
pressurization combined with rate-and-state friction (110). Specifically, for regularized 
rate-and-state friction that is supposed to control slow nucleation processes (118), fault healing 
resistance increases logarithmically with the interseismic period, resulting in a scaling 
relationship with n < 1. As a result, the scaling of fracture energy is expected to satisfy the 
condition  n < 2. Therefore, although both Gc and G0 increase over time, G0 grows faster with 
increasing slip for D > 1. Assuming a linear relationship between the potential slip deficit and 
interseismic duration, and that the earthquake has released all the potential slip deficit (i.e., D), 
the energy ratio Gc/G0 decreases as the interseismic period increases, making the fault 
increasingly favorable for supershear rupture. 
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Fig. S1. Comparison of aftershock locations and mainshock BPs by the Alaska array before and 
after calibration. (a) The AK array’s results for the mainshock before slowness calibration. The 
red line denotes the surface rupture trace identified by USGS according to the ground 
deformation pattern. The yellow star denotes the epicenter of the mainshock. Diamonds denote 
the HF radiators for the Mw 7.8 event, color-coded by rupture time relative to the origin time of 
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the event and with a size proportional to the normalized BP power. (b) The AK array’s results for 
the mainshock after slowness calibration and removal of northern radiators after 40 s. (c) The 
AK array’s results for aftershocks along the rupture path before slowness calibration. Green 
circles denote the BP-inferred locations of M4.5+ aftershocks spanning the rupture region. The 
red stars denote the NEIC catalog epicenter of aftershocks. (d) The AK array’s results for 
aftershocks along the rupture path after slowness calibration.  
 
 

 
Fig. S2. The rupture speed measurements before calibration (a) and after calibration (b). 
Symbols mark the timing and location of high-frequency radiators imaged by the AK array. 
Locations are shown as along-fault distances relative to the hypocenter, with positive values to 
the south and negative to the north, adjusted for fault strike variations (see fault model in Fig. 2). 
The red solid line indicates the best-fit steady rupture front, with the average rupture speed and 
its standard deviation labeled and outlined by red dashed lines. 
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Fig. S3. Comparison of aftershock locations and mainshock BPs by the Australia array before 
and after calibration. (a) The AU array’s results for the mainshock before slowness calibration. 
The red line denotes the surface rupture trace identified by USGS according to the ground 
deformation pattern. The yellow star denotes the epicenter of the mainshock. Diamonds denote 
the HF radiators for the Mw 7.8 event, color-coded by rupture time relative to the origin time of 
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the event and with a size proportional to the normalized BP power. (b) The AU array’s results for 
the mainshock after slowness calibration and removal of northern radiators after 40 s. (c) The 
AU array’s results for aftershocks along the rupture path before slowness calibration. Green 
circles denote the BP-inferred locations of M4.5+ aftershocks spanning the rupture region. The 
red stars denote the NEIC catalog epicenter of aftershocks. (d) The AU array’s results for 
aftershocks along the rupture path after slowness calibration.  
 
 

 
Fig. S4. The rupture speed measurements before calibration (a) and after calibration (b). 
Symbols mark the timing and location of high-frequency radiators imaged by the AU array. 
Locations are shown as along-fault distances relative to the hypocenter, with positive values to 
the south and negative to the north, adjusted for fault strike variations (see fault model in Fig. 2). 
The red solid line indicates the best-fit steady rupture front, with the average rupture speed and 
its standard deviation labeled and outlined by red dashed lines. 
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Fig. S5. Comparison of aftershock locations and mainshock BPs by the Europe array before and 
after calibration. (a) The EU array’s results for the mainshock before slowness calibration. The 
red line denotes the surface rupture trace identified by USGS according to the ground 
deformation pattern. The yellow star denotes the epicenter of the mainshock. Diamonds denote 
the HF radiators for the Mw 7.8 event, color-coded by rupture time relative to the origin time of 
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the event and with a size proportional to the normalized BP power. (b) The EU array’s results for 
the mainshock after slowness calibration and removal of northern radiators after 40 s. (c) The EU 
array’s results for aftershocks along the rupture path before slowness calibration. Green circles 
denote the BP-inferred locations of M4.5+ aftershocks spanning the rupture region. The red stars 
denote the NEIC catalog epicenter of aftershocks. (d) The EU array’s results for aftershocks 
along the rupture path after slowness calibration.  
 
 

 
Fig. S6. The rupture speed measurements before calibration (a) and after calibration (b). 
Symbols mark the timing and location of high-frequency radiators imaged by the EU array. 
Locations are shown as along-fault distances relative to the hypocenter, with positive values to 
the south and negative to the north, adjusted for fault strike variations (see fault model in Fig. 2). 
The red solid line indicates the best-fit steady rupture front, with the average rupture speed and 
its standard deviation labeled and outlined by red dashed lines. 
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Fig. S7. Validation of slowness calibration for the AK array. (a) BP results from the AK array for 
M4.5+ aftershocks (table S5a) along the rupture path before slowness calibration. Green circles 
indicate BP-inferred locations; red stars mark NEIC catalog epicenters. (b) Same as (a), but after 
applying slowness calibration. Note that these aftershocks were not used to derive the calibration 
terms, providing an independent validation. 
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Fig. S8. Validation of slowness calibration for the AU array. (a) BP results from the AU array for 
M4.5+ aftershocks (table S5b) along the rupture path before slowness calibration. Green circles 
indicate BP-inferred locations; red stars mark NEIC catalog epicenters. (b) Same as (a), but after 
applying slowness calibration. Note that these aftershocks were not used to derive the calibration 
terms, providing an independent validation. 
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Fig. S9. Validation of slowness calibration for the EU array. (a) BP results from the EU array for 
M4.5+ aftershocks (table S5c) along the rupture path before slowness calibration. Green circles 
indicate BP-inferred locations; red stars mark NEIC catalog epicenters. (b) Same as (a), but after 
applying slowness calibration. Note that these aftershocks were not used to derive the calibration 
terms, providing an independent validation. 
 
 

 
Fig. S10. The seismic velocity model used to compute Green’s functions. (a) Vs model used to 
compute Green’s functions for teleseismic broadband P and SH waves, as well as for local 

20 



 

strong-motion stations NPW, NGU, and YGN (fig. S22). This Vs model is also adopted in the 
calculation of Green’s functions for static ground deformation. (b) Vs model used to compute 
Green’s functions for local strong-motion stations CHTO and KTN (fig. S22). Specific values of 
Vp, Vs, and layer thickness are presented in table S1. Both models are adapted from (5).  
 
 

 
Fig. S11. Synthetic BP. (a) The setup of the synthetic test. The yellow star denotes the epicenter. 
The color circles denote the input rupture front. The north branch has a rupture speed of 1 km/s, 
and the south rupture speed is 5 km/s. (b) BP-inferred rupture process by AK array. (c) 
BP-inferred rupture process by AU array. (d) BP-inferred rupture process by EU array. 
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Fig. S12. Along-fault locations and rupture time of synthetic BP radiators. (a) The input rupture 
front, with positive values to the south and negative to the north. The north branch has a rupture 
speed of 1 km/s, and the south rupture speed is 5 km/s. (b) BP results resolved by AK array. (c) 
BP results resolved by AU array. (d) BP results resolved by EU array. 
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Fig. S13. MUSIC Pseudo-Spectrum (MPS) profiles along the fault over all time steps. (a–c) 
MPS from synthetic BP results using the AK, AU, and EU arrays, respectively. (d–f) MPS from 
SEBP results (real observations) for the same arrays. Each panel shows the spatial distribution of 
MPS along the fault as a function of time, highlighting the consistency between synthetic and 
real BP results. Note that high-frequency radiators correspond to the MPS peak at each time step, 
and the MPS values are not directly proportional to beam power or waveform amplitude. 
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Fig. S14. The original resolution displacement data from all SAR and optical satellites. (a-d) 
Displacements in the ground azimuth direction from Sentinel-1 ascending track 70 and 143, 
descending track 33 and 106, respectively. (e-h) Same as (a-d) but for displacements in the slant 
range direction. (i-j) Displacements in the ground azimuth (i) and slant range (j) directions from 
LuTan-1 ascending track 52. (k-l) Displacements in the slant range direction from ALOS-2 
ScanSAR ascending track 152 and descending track 41, respectively. (m-n) Displacement in the 
north-south direction from Sentinel-2 imagery, adapted from USGS (101). Figures are named as 
(subplot index) {sensor name}_{orbit direction}{track number}_{measure type}, {preseismic 
date}_{postseismic date}. S1: Sentinel-1; S2: Sentinel-2; LT1: LuTan-1; ALOS2: ALOS-2. D: 
descending; A: ascending. RG: range offset; AZ: azimuth offset. NS: deformation in the 
north-south direction. MSI: Multispectral Imager; IFG: InSAR interferogram. 
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Fig. S15. The sub-sampled Sentinel-1 SAR data fits. The first column is the resampled static 
displacement (observation). The second column is the prediction by the preferred model. The 
third column is the residuals obtained by deducting the prediction from the observation. Blue 
boxes denote the fault planes adopted in joint finite fault inversion. Figures are named as {sensor 
name}_{orbit direction}{track number}_{measure type}. S1: Sentinel-1; D: descending; A: 
ascending; RG: range offset; AZ: azimuth offset. 
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Fig. S16. The sub-sampled LuTan-1 SAR, Sentinel-2 SAR, and ALOS-2 InSAR data fits. The 
first column is the resampled static displacement (observation). The second column is the 
prediction by the preferred model. The third column is the residuals obtained by deducting the 
prediction from the observation. Blue boxes denote the fault planes adopted in joint finite fault 
inversion. Figures are named as {sensor name}_{orbit direction}{track number}_{measure 
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type}. S2: Sentinel-2; LT: LuTan-1; ALOS2: ALOS-2; D: descending; A: ascending; RG: range 
offset; AZ: azimuth offset; NS: deformation in north-south direction; IFG: InSAR interferogram.  
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Fig. S17. Comparison between observed teleseismic broadband body wave waveforms (black 
lines) and synthetic seismograms (red lines) generated by the preferred model of the Mw 7.8 
event. The wave type and the station name are shown to the left of each trace, along with 
azimuth (upper) and epicenter distance (lower) in degrees. The observed peak displacement in 
10-6 m is denoted above the end of each trace. 
 
 

 
Fig. S18. Teleseismic stations recording broad-band body waves used in the joint FFI. 
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Fig. S19. Comparison between observed teleseismic long-period surface wave waveforms (black 
lines) and synthetic seismograms (red lines) generated by the preferred model of the Mw 7.8 
event. The wave type and the station name are shown at the top of each trace, along with azimuth 
and epicenter distance in degree. 
 
 

 
Fig. S20. Teleseismic stations recording long-period surface waves used in the joint FFI. 
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Fig. S21. Comparison between observed near-field strong motion station waveforms (black 
lines) and synthetic seismograms (red lines). The component and the station name are shown at 
the top of each trace, accompanied by azimuth in degree and epicenter distance in km. The unit 
of velocity waveforms is cm/s. 
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Fig. S22. The strong motion stations used in this study, with corresponding names. The thin blue 
line denotes the fault surface trace. The magenta boxes denote the finite fault model’s 
boundaries. 
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Fig. S23. Inversion results with ten different random seeds. (a) The average slip model of 10 
plausible solutions. The segment index and orientation are shown on the top of each segment. 
The black contours denote the slip initiation time. The cyan arrows indicate the rake angle of 
each subfault. (b) The standard deviation of the fault slip among the 10 plausible slip models.  
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Fig. S24. The locations of aftershocks occurred between 2025.3.28 and 2025.4.07 (green dots, 
NEIC catalog), the 2025 mainshock surface rupture (dark blue line), the 2012 Mw 6.8 event 
(upper red star), and the 2025 Mw 5.1 aftershock (lower red star). Purple dots indicate 
aftershocks of the 2012 Mw 6.8 event (2012.11.11 to 2012.12.11). The red line denotes the 
southern rupture extent of the 2012 Mw 6.8 event documented by the field investigation (18).  
The 2025 Mw 5.1 event is also the EGF we used for Mach wave and Mach cone searching. 
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Fig. S25.  Spatial correlation between high DPM values and Sagaing Fault traces, illustrating the 
extent of off-fault damage. (a) Distribution of high DPM values overlaid with mapped surface 
fault traces, showing a consistent 2–3 km wide damage zone aligned with the fault. Areas with 
DPM values below 0.43 are shown in white. (b) Regional-scale DPM distribution across the 
earthquake source area, highlighting widespread surface impacts. (c) DPM value profiles 
extracted from three selected subregions, illustrating cross-fault damage gradients and the spatial 
extent of off-fault destruction. 
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Fig. S26. Validation of DPM as an accurate and interpretable damage proxy using 
high-resolution optical imagery and Sentinel-1 InSAR coherence time series. (a) Spatial 
distribution of high DPM values in Mandalay city center and selected representative points. (b) 
Pre- and post-earthquake observations from Jilin-1, Gaofen-1/2/6 satellite imagery at the points 
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marked in (a), confirming building damage, liquefaction, and surface rupture. (c) Coherence time 
series for damaged buildings, showing high pre-event stability, a sharp drop during the 
earthquake, and gradual post-event recovery—characteristic of permanent scatterer response to 
seismic impact. 
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Fig. S27. Seismic multi-hazard and impact estimates before and after applying causal inference, 
illustrating enhanced resolution and improved hazard differentiation. (a) DPM results alongside 
original USGS landslide and liquefaction hazard models (upper panels), with zoomed-in views 
of Mandalay city to highlight the initial hazard distributions (lower panels). Dashed open boxes 
in the upper panels indicate the zoom-in areas. (b) Hazard probability maps after causal 
inference, showing improved detail and resolution in liquefaction and landslide features, with 
clearer separation between different hazard types. 
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Fig. S28. Urban damage assessment near the fault zone, utilizing high-value DPM and building 
damage probability maps. (a) Overview of the DPM in the city center near the fault zone. (b) 
High-value DPM distribution and building damage probability map after causal inference, 
highlighting areas of high-probability damage ​​in cities located near fault zones, as marked in (a). 
In each panel, the left column shows the DPM with a base map of population distribution, while 
the right column presents the building damage probability with a base map from OpenStreetMap.  
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Fig. S29. Zoomed-in view of displacement (top), velocity (middle), and acceleration (bottom) 
waveforms at GE.NPW. The vertical dashed line marks the picked onset time of ground 
displacement (50 s).  
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Fig. S30. Bimaterial contrast across the Sagaing Fault. (a) One-dimensional shear wave velocity 
(Vs) profiles beneath near-fault stations (5). The red shaded area indicates the range (maximum 
to minimum) of Vs profiles from stations located east of the Sagaing Fault (MDY, M009), while 
the blue shaded area represents the Vs range for stations on the west side of the fault (M001, 
M002, M003, M004, M005, M006, M011). (b) Map showing the locations of the stations plotted 
in (a). Red triangles mark stations on the eastern side of the fault, and blue triangles mark those 
on the western side. CMB (BU): Central Myanmar Basin in Burma Plate; STB (EU): Shan-Thai 
Block in Eurasian Plate. 
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Fig. S31. Vs, Vp, and slip profile as a function of depth. (a) One-dimensional Vs and Vp profiles 
beneath near-fault stations (5). The red dashed line indicates the average Vs beneath stations 
located east of the Sagaing Fault (MDY, M009; fig. S30b), with the error bar indicating the range 
(maximum to minimum). The blue dashed line indicates the average Vs beneath stations located 
west of the Sagaing Fault (M001, M002, M003, M004, M005, M006, M011; fig. S30b), with the 
error bar indicating the range (maximum to minimum). Solid red and blue lines denote the same 
station groupings for Vp profile. The vertical black dashed line denotes the average rupture 
speed of the south branch, 5 km/s. (b) Depth profile of the average coseismic slip (black line), 
plotted alongside the Vs ratio (west/east; magenta line) derived from the blue and red dashed 
lines in panel (a), highlighting the bimaterial contrast across the fault. 
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Fig. S32. The 3D ground deformation map inferred from SAR and optical satellite data. (a-c) 
Ground deformation in the east-west, north-south, and up-down directions, respectively. (d) 
Horizontal deformation with color representing magnitude and arrows representing magnitude 
and orientations. (e-g) Standard deviation of the estimated ground deformation in the east-west, 
north-south, and up-down directions, respectively. Black square: reference point at [N20.0°, 
E94.6°]. 
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Fig. S33. Rupture speeds measured by the EU array. (a) Estimated northern rupture speed (2.48 
km/s) before removing northern radiators after 40 s. (b) Estimated northern rupture speed (0.93 
km/s) after removing northern radiators after 40 s. 
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Fig. S34. Normalized residuals ([residual of each inversion - minimum residual of all inversions] 
/ minimum residual of all inversions) versus fault dip angles. 
 
 

 
Fig. S35. (a) Teleseismic P fits of the 65°-dip-fault. (b) Teleseismic P fits of the 80°-dip-fault. 
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Fig. S36. (a), (c), (e): the residuals of the 65°-dip-fault. (b), (d), (f): the residuals of the 
80°-dip-fault. 
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Fig. S37. The impact of ionospheric ramps on Sentinel-1 speckle tracking. (a-b) Profile along the 
Sentinel-1 ascending track 70 range offset, with profile locations marked in (c). (c-d) offset 
before and after deramping. (d) estimated quadratic ramp along the azimuth direction. (e) 
wrapped interferogram. (g-l) Same as (a-f) but for Sentinel-1 ascending track 143 range offsets, 
with the ramp type as linear along the azimuth direction. (m-r) Same as (a-f) but for Sentinel-1 
ascending track 143 azimuth offsets, with the ramp type as linear along both range and azimuth 
directions. 
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Fig. S38. The impact of ionospheric ramps on LuTan-1 speckle tracking. Same as Fig. S37 but 
for the LuTan-1 ascending track 52 range (upper panel) and azimuth (lower panel) offsets, 
respectively. The estimated ramp type for the range offset is linear along the azimuth direction, 
and for the azimuth offset cubic along the azimuth direction and linear along the range direction. 
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Fig. S39. Phase corrections of ALOS-2 ScanSAR interferograms. (a) ALOS-2 ascending track 
152 interferogram from two SLCs acquired between 2025-02-11 and 2025-04-08. (b) 
Ionospheric delay estimated using the split-spectrum technique. (c) Tropospheric delay estimated 
from the ERA5 global atmospheric model. (d) Solid Earth tides estimated based on the IERS 
2010 convention. (e-f) Estimated displacement after correcting (a) for ionosphere, troposphere 
and solid Earth tides in (e) wrapped and (f) unwrapped phase, respectively. (g-h) Spatial 
coherence and amplitude of the interferogram, respectively. (i-q) Same as (a-h) but for the 
ALOS-2 descending track 41 interferogram from two SLCs acquired between 2025-02-16 and 
2025-03-30. Note that the low coherence strikes along the range direction in the spatial 
coherence and co-located bright strikes in the interferogram amplitude are artifacts from the 
radio frequency interference, with probable sources on the ground from the ongoing Myanmar 
civil war. 
 
 

57 



 

 

58 



 

 
Fig. S40. The impact of ramps on Sentinel-2 dense offsets from cross-correlation. (a) The 
east-west offsets acquired between 2025-03-25 and 2025-03-30. (b) The estimated quadratic 
ramp based on (a) far-field observations. (c) Offset after deramping by subtracting (b) from (a). 
(d-f) Same as (a-c) but for north-south offsets. (g-l) Same as (a-f) but for the east-west and 
north-south offsets acquired between 2025-03-27 and 2025-04-01. Due to the strong artefacts 
observed in the east-west offset, we only use the north-south offset for the 3D deformation 
estimation and joint finite fault inversion. 
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Table S1. The velocity (Vs) models used in the joint finite fault inversion, adapted from (5). 
(a) Vs model used to compute Green’s functions for teleseismic broadband P and SH waves, as 
well as for local strong-motion stations NPW, NGU, and YGN (fig. S22). This Vs model is also 
adopted in the calculation of Green’s functions for static ground deformation. 

Depth range (km) Vp (km/s) Vs (km/s) Density (103km/m3) 

0 - 3 4.15 2.42 2.48 

3 - 6 4.88 2.90 2.59 

6 - 13 5.60 3.31 2.68 

13 - 18 5.96 3.50 2.72 

18 - 23 6.56 3.81 2.85 

23 - 28 6.98 4.02 2.96 

28 - 33 7.92 4.51 3.26 

33 - 63 8.21 4.67 3.37 

 
 
(b) Vs model used to compute Green’s functions for local strong-motion stations CHTO and 
KTN (fig. S22).  

Depth range (km) Vp (km/s) Vs (km/s) Density (103km/m3) 

0 - 7 5.70 3.36 2.69 

7 - 11 6.44 3.75 2.82 

11 - 15 6.49 3.77 2.83 

15 - 25 5.72 3.37 2.69 

25 - 30 5.96 3.50 2.71 

30 - 35 7.34 4.21 3.07 

35 - 40 8.09 4.60 3.32 

40 - 90 8.15 4.63 3.35 
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Table S2. The empirical Green’s Function event used in synthetic BP (EGF 1) and Mach wave 
searching (EGF 2). 

EGF index Time (UTC) Mw Latitude Longitude Depth (km) 

EGF 1 2023-05-31 11:20:14 5.9 25.105°N  96.232°E 10.0 

EGF 2 2025-05-17 15:54:47 5.1 21.420°N  96.056°E 10.0 

 
 
Table S3. Historical magnitude 7 earthquakes along the Sagaing Fault in the 20th century (2). 

Index in Fig. 1A Year Magnitude 

1 1931 7.6 

2 1946 7.3 

3 1946 7.7 

4 1956 7.1 

5 1929 7.0 

6 1930 7.3 

7 1930 7.2 

 
 
Table S4. The coordinates of the aftershocks used to calibrate the BP results. The time and 
coordinates of the aftershocks from the NEIC catalog are shown on the left (accessed on April 1, 
2025). The results of the aftershock locations before and after slowness calibration are shown 
along with their distance errors and root-mean-square error relative to the location in the NEIC 
catalog. (a) shows the results of the AK array BP, (b) shows the results of the AU array BP, and 
(c) shows the results of the EU array BP. 
 
(a) AK array BP. 

The NEIC catalog Before calibration After calibration 

Time Lat Lon Lat Lon Distance 
error 
(km) 

Lat Lon Distance 
error 
(km) 

2025-03-30 
07:08:01 

22.2 95.94 22.14 95.96 6.98 22.21 95.95 1.52 
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2025-03-28 
07:27:47 

22.72 95.86 22.6 95.87 13.38 22.7 95.87 2.45 

2025-03-28 
07:36:58 

22.75 95.88 22.6 95.91 16.96 22.74 95.91 3.27 

2025-03-28 
16:46:21 

20.22 96.14 20.44 96.02 27.48 20.28 96.06 10.68 

2025-03-29 
09:20:48 

19.62 96.01 19.75 96.21 25.44 19.52 96.17 20.12 

RMS error (km) 19.58  10.37 

 
 
 
(b) AU array BP. 

The NEIC catalog Before calibration After calibration 

Time Lat Lon Lat Lon Distance 
error 
(km) 

Lat Lon Distance 
error 
(km) 

2025-03-28 
12:21:56 

22.01 95.97 22.05 95.96 4.57 22.01 95.96 1.03 

2025-03-30 
07:08:01 

22.2 95.94 22.29 95.94 10.01 22.23 95.96 3.92 

2025-03-28 
07:27:47 

22.72 95.86 22.74 95.99 13.52 22.71 95.93 7.27 

2025-03-28 
07:36:58 

22.75 95.88 22.8 95.94 8.29 22.76 95.91 3.27 

2025-03-28 
16:46:21 

20.22 96.14 20.38 95.94 27.41 20.22 95.99 15.65 

2025-03-29 
09:20:48 

19.62 96.01 19.82 96.06 22.85 19.65 96.04 4.58 

RMS error (km) 16.56  7.59 

 
 
 
(c) EU array BP. 
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The NEIC catalog Before calibration After calibration 

Time Lat Lon Lat Lon Distance 
error 
(km) 

Lat Lon Distance 
error 
(km) 

2025-03-30 
07:08:01 

22.2 95.94 22.14 95.95 6.75 22.11 95.95 10.06 

2025-03-29 
09:20:48 

19.62 96.01 20.05 96.06 48.09 19.68 96.06 8.48 

2025-03-28 
06:45:45 

19.3 96.29 19.58 96.02 42.08 19.19 96.1 23.39 

2018-01-11 
18:26:24 

18.36 96.08 18.82 96.02 51.53 18.26 96.1 11.31 

2018-04-20 
22:29:24 

18.32 96.16 18.76 96.09 49.47 18.2 96.17 13.38 

2012-11-11 
01:12:39 

22.89 95.85 22.9 95.91 6.2459 22.9 95.87 2.33 

2013-09-20 
12:24:47 

22.91 95.92 22.87 95.91 4.56 22.9 95.91 1.51 

2021-07-29 
08:39:27 

22.88 96.02 22.87 96.06 4.24 22.84 96.02 4.44 

RMS error (km) 34.11  11.48 
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Table S5. The coordinates of the aftershocks used to validate the BP calibration (12). The time 
and coordinates of the aftershocks from the NEIC catalog are shown on the left (accessed on July 
23, 2025). The results of the aftershock locations before and after slowness calibration are shown 
along with their distance errors and root-mean-square error relative to the location in the NEIC 
catalog. (a) shows the results of the AK array BP, (b) shows the results of the AU array BP, and 
(c) shows the results of the EU array BP. 
 
(a) AK array BP. 

The NEIC catalog Before calibration After calibration 

Time Lat Lon Lat Lon Distance 
error 
(km) 

Lat Lon Distance 
error 
(km) 

2025-07-18 
9:30:03 

22.69 96.02 22.44 95.91 30.01 22.54 95.91 20.14 

2025-05-17 
15:54:47 

21.40 96.03 21.44 95.95 9.40 21.41 95.98 5.29 

2025-04-13 
2:24:57 

21.19 96.05 21.27 96.10 10.30 21.21 96.02 3.82 

2025-04-28 
1:27:59 

19.34 96.12 19.55 96.10 23.44 19.35 96.13 1.53 

RMS error (km) 20.28  10.61 

 
 
(b) AU array BP. 

The NEIC catalog Before calibration After calibration 

Time Lat Lon Lat Lon Distance 
error 
(km) 

Lat Lon Distance 
error 
(km) 

2025-07-18 
9:30:03 

22.69 96.02 22.74 95.98 6.91 22.69 95.96 6.16 

2025-05-17 
15:54:47 

21.40 96.03 21.56 95.96 19.21 21.44 95.99 6.08 

2025-04-13 
2:24:57 

21.19 96.05 21.41 95.89 29.55 21.28 95.99 11.78 
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RMS error (km) 20.74  8.44 

 
 
(c) EU array BP. 

The NEIC catalog Before calibration After calibration 

Time Lat Lon Lat Lon Distance 
error 
(km) 

Lat Lon Distance 
error 
(km) 

2025-07-18 
9:30:03 

22.69 96.02 22.64 96.05 6.36 22.64 96.02 5.56 

2025-05-17 
15:54:47 

21.40 96.03 21.57 95.91 22.62 21.48 95.98 10.29 

2025-04-13 
2:24:57 

21.19 96.05 21.38 95.95 23.53 21.21 96.06 2.45 

2025-04-28 
1:27:59 

19.34 96.12 19.52 96.25 24.22 19.29 96.13 5.66 

RMS error (km) 20.57  6.61 
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Table S6. Synthetic Aperture Radar (SAR) and optical satellite image pairs analyzed. 

Sensor 
(band) 

Mode Pass Track Preseismic 
Date 

Postseismic 
Date 

Analyze 
Method 

Sentinel-1 
(C-band) 

TOPS Asc 070 2025-03-22 2025-04-03 Speckle 
tracking 

TOPS Asc 143 2025-03-27 2025-04-08 Speckle 
tracking 

TOPS Dsc 033 2025-03-19 2025-03-31 Speckle 
tracking 

TOPS Dsc 106 2025-03-24 2025-04-05 Speckle 
tracking 

LuTan-1 
(L-band) Stripmap Asc 052 2024-08-06 2025-03-30 Speckle 

tracking 

ALOS-2​
(L-band) 

ScanSAR Asc 152 2025-02-11 2025-04-08 InSAR 

ScanSAR Dsc 041 2025-02-16 2025-03-30 InSAR 

Sentinel-2 
/ / / 2025-03-27 2025-04-01 Cross​

correlation 

/ / / 2025-03-25 2025-03-30 Cross​
correlation 

Captions for Supplementary Movies 

Movie S1. The rupture process resolved by SEBP using the AK array. The white star denotes the 
epicenter of the mainshock. 

Movie S2. The rupture process resolved by SEBP using the AU array. The white star denotes the 
epicenter of the mainshock. 

Movie S3. The rupture process resolved by SEBP using the EU array. The white star denotes the 
epicenter of the mainshock. 

Movie S4. The snapshot showing the rupture propagation resolved by joint FFI.
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